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The importance of predictor variables in every approach is obtained by sensitivity analysis. Accordingly, fasting blood sugar and 
2-hour blood sugar (postprandial glucose) have been identified as two important variables in women. Glomerular filtration rate and 
mean arterial blood pressure in women are other variables having been identified in this research as predictors of the development 
of diabetes in women. In general, the results indicate that the variables of waist circumference and height are equally important 
in the incidence of diabetes, even ore than fasting glucose. In order to build predictive models, 6 main and conventional methods 
in data mining (decision trees with C5.0 algorithms, CART, QUEST, MLP algorithm neural network, support vector machine (SVM), 
Bayesian simple model (Naïve Bayes)) and a conventional model in epidemiological studies (logistic regression) have been used. The 
results showed that Naïve Bayes model is not sensitive to unbalanced data in both men and women so that its sensitivity in women 
with unbalanced data to total variables is 78%. Although other methods represented high characteristics of unbalanced data, they 
have very low sensitivity. Their average sensitivity to unbalanced data with total variables is 34.8% in women. The performance of 
all 6 methods of classification is comparable to balanced data; they are even better than logistic regression. In this combination, the 
best performance belongs to decision trees with QUEST algorithm (20 variables in women). Generally, data mining can be used in 
epidemiological studies for different purposes; the decision tree methods determine non-linear relationships among variables by 
creating a tree structure and they can help to identify risk factors in certain subgroups by creating a threshold or decision boundary.

Introduction
With the increasing speed of globalization, the tendency to-

wards unhealthy diets, obesity, sedentary lifestyle, and bad habits, 
the prevalence of chronic non-communicable diseases has been 
increasing around the world [1]. Diabetes is common as one of 
the chronic non-communicable diseases almost everywhere in the 
world. According to the World Health Organization in 2011, 336 
million people have diabetes around the world [2]; this number 
is rising for various reasons. It is estimated to reach 552 million 
in 2030 [3]. It is expected that this number increase to 9.3% in 
2030. Epidemiologic studies from 1993 to 1997 in Iran represent 
the prevalence of diabetes among the population over 30 years to 
7.67% in women in Tehran [4]. Prospective study by Lolagar Hos-
pital diabetic clinic shows that the overall prevalence of diabetes 
has increased from 12.5% to 17.5% in women in less than 3 years, 
which is equal to approximately one per cent per annum growth. 

Diabetes imposes costs to health care systems so that global cost 
of diabetes in Iran in the year 2010 was about 1.5 billion dollars 
[5]. Moreover, diabetes has no cure and it does not seem to be pos-
sible to cure it in the near future. Like most diseases, the best treat-
ment for this disease is to prevent it. Due to the increasing volume 
of information in the field of medicine and health in recent years, 
the use of different methods of data mining has become common. 
Development of predictor models for various diseases is one of the 
most important data mining applications in health [6]. Studies hav-
ing been conducted in the field of diabetes with data mining meth-
ods include blood glucose prediction in diabetes therapy [7] select-
ing important variables to predict the development of diabetes [8], 
evaluation of risk factors for diabetes [9], genetic study of diabetes 
[10-12], evaluation of diseases associated with diabetes [13], and 
choosing the appropriate drug for the treatment of diabetes [14]. 
This research employs different data such as clinical information 
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in patient records, disease registries, data in insurance organiza-
tions, case-control studies, and data from cohort studies [15]. Con-
sequently, this research aims to determine risk factors for type 2 
diabetes in people over 20 years by data mining methods using 
data from Lolagar Hospital diabetic clinic in Tehran.

Theoretical foundations 

With respect to the research subject and method, concepts and 
definitions are as follows:

Research background 

In 2006, a study employs data from 4 diabetic patients every 
day for 5 months to predict the determinants of blood sugar in the 
next day. Predictor variables in data mining model include fasting 
plasma glucose, dietary intake, and physical activity. Some parts 
of the data concerns the incidence of diabetes in women over 21 
years from Indians who live in Arizona State in America. The re-
search begins by checking 5000 Indian women in 1965; they had 
been checked every two years. Diabetes database consists of 768 
women; 500 cases had not diabetes and 268 cases had diabetes ac-
cording to World Health Organization criteria. The database con-
tains 8 variables including the numbers of pregnancy, 2-hour blood 
sugar, diastolic blood pressure, thickness of subcutaneous fat in the 
arm, amount of insulin after a 2-hours meal, body mass index, his-
tory of diabetes in relatives, and age [21]. The result showed that 
physical activity level were strongly associated with fasting blood 
sugar and it is the most important variable for prediction of fast-
ing blood sugar rate [22]. The next study had conducted in Iran in 
2013. It compared 2 traditional statistical methods including logis-
tic regression and LDA (Fisher Linear Discriminant Analysis) and 
4 methods of data mining including neural networks, SVM, FCM 
(Fuzzy c-means), and RF in order to present a model for prediction 

• Diabetes: Diabetes is a group of common metabolic disor-
ders with different etiological factors that is accompanied by 
impairment in metabolism of carbohydrates, protein, and fat 
due to defects in insulin secretion, reduced insulin action, or 
both [16,17]. 

• Type 2 diabetes (non-insulin): The most common type of 
diabetes that occurs in old age gradually. The disease begins 
typically in people with normal metabolism of carbohy-
drates, it moves to glucose intolerance, and it ends to diabe-
tes. 10 to 20 years before diagnosis of type 2 diabetes, there 
is reduction in glucose tolerance along with compensatory 
increases in insulin [18,19].

• Data Mining: The remarkable progress in the acquisition 
and storage of numerical data has led to the establishment 
of large databases. In this way, data mining aims to acquire 
new knowledge from large databases that have not been 
identified already and it seeks to apply their results in deci-
sion-making. Moreover, data mining can generate scientific 
hypotheses based on experimental data [20].

of type 2 diabetes [23]. This research was conducted by employing 
data from a large cross-sectional study to determine the prevalence 
of diabetes in Iran. The data includes 6500 samples that had been 
selected by cluster sampling from the original population. In terms 
of fasting glucose, the samples were classified in three groups of 
subjects with diabetes, pre-diabetes and without diabetes. The first 
two groups were merged into one group (diabetic) and the third 
group was regarded as an independent group (without diabetes). 
The results showed that characteristics of each six algorithms is 
higher than 90% but logistic regression sensitivity, LDA, neural 
networks, RF, FCM, and SVM are respectively equal to 13.3%, 0.6%, 
8%, 8%, 33%, and 82%. The accuracy of all algorithms except FCM 
was higher than 90%. In this regard, SVM model represented the 
highest accuracy (985.6%), the highest sensitivity (82%), and the 
highest characteristics (100%).

Statistical population and statistical sample 

Target population is all 3-year old and higher patients referring 
to Lolagar Hospital diabetic clinic. This region has been selected 
because this hospital has a vast network of health contacts that 
have a very important role in calling people to study. Moreover, age 
and sex distribution in the population of the region is consistent 
with a total population of Tehran and Iran. In addition, the area is 
covered by Iran University of Medical Sciences that led to facilitate 
intersectoral collaboration with the executor of plan [24]. The sta-
tistical population contains persons living in the families that are 
under the coverage of West Tehran Health Center and they have 
files in Lolagar Hospital. After determining the sample size, a full 
list of covered households was prepared by referring to the hos-
pital offices. In order to achieve one of the research objectives 
(evaluating the influence of training on life style improvement), the 
study population has been divided into three parts geographically. 
The most distant subjects has been appointed as the intervention 
group (630 subjects) while subjects with average and close dis-
tances have been regarded as controls (n = 1370). Interventions 
have been conducted in three levels of one, two, and three in three 
dimensions of increasing physical activity, improving the nutrition, 
and avoiding tobacco production in a comprehensive approach by 
investigation department of the clinic, volunteers, and authorities 
in region, schools, and the society. Inclusion criteria are all patients 
greater than or equal to 20 years who had diabetes in the begin-
ning of the study. Benchmark for a diabetic person is Fasting blood 
sugar over 126 milligrams per deciliter, two-hour glucose greater 
than or equal to 200 milligrams per deciliter, or the use of oral hy-
poglycemic drugs. After the selection process form 3436 persons 
who were eligible for inclusion in the first and second phases, 1221 
persons had excluded from the study, 243 persons were diagnosed 
with diabetes, and 1972 persons have not diagnosed with diabetes 
from baseline to the end of the fourth phase. Therefore, the sample 
size in this study is 2215 subjects consisting of 243 persons with 
diabetes and 1972 persons without diabetes. Finally, 664 subjects 
have been remained in the study from all 5001 participants.
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This is a secondary data analysis extracted from cohort study 
data in Lolagar Hospital diabetic clinic. It is a longitudinal study 
to estimate the incidence and prevalence of metabolic disorders, 
determine risk factors important non-communicable diseases, 
change life style to improve and prevent increasing these dis-
eases [24]. The first phase is cross-sectional study to determine 
the prevalence of cardiovascular disease from February 1999 to 
August 2001. The second phase is a perspective study from Sep-
tember 2001 ongoing. Information is collected in the same manner 
as the first phase (cross-sectional phase) that is repeated every 3 
years on the same population. Incidence rate of disease is gath-
ered on an annual basis. Collected data includes medical history, 
anthropometric measurements, ECG, blood biochemical tests, Lon-
don School of Hygiene Cardiovascular (Rose) Questionnaire and 
Fontain stage 2, nutritional status and physical activity, smoking 
status, medical examination for blood pressure, pulse, thyroid ex-
amination, drug history, and clinical examinations. Analysis of the 
data is a part of the data mining process; in this research, the pro-
cess is performed based on the standard model (CRISP-DM), which 
is defined in six steps [25].

Research methodology 

Figure 1: Data mining process based on the standard  
model of CRISP-DM.

Since this research aims to identify diabetes risk factors in a 
population without diabetes, the statement is predictive or clas-
sification in data mining. There are various approaches to build 
predictor models in data mining; this study uses neural network, 
SVM, Naive, Bayes, and decision tree. As the model built by the first 
three methods can identify only predictive factors and it is not pos-
sible to recognize risk factors by this model, three decision tree 
algorithms are performed to identify the risk factors and their re-
lationship with the use of these algorithms.

Research findings 
Diabetes incidence in the population

The rate of diabetes in women by the end of examination is 
shown in Table 1. According to Table 1, the incidence of diabetes 
in men is 11%.

Total Number 
(Percent)

Diabetic 
 Number 

 (Percent)

Without diabetes 
Number 

 (Percent)
Gender

1254 (100%)140 (11%)1114Female

Table 1. Diabetes incidence rate in the population by gender.

Basic characteristics (quantitative variables) and the number 
of included women in the examination have been represented in 
Table 2 after inclusion. According to Table 2, there is a significant 
difference in both groups of diabetic and non-diabetic persons 
in terms of quantitative variables. As observed, the average of all 
variables, except, blood glomerular filtration rate is lower in non-
diabetic subjects rather than diabetic subjects.

Basic characteristics of the participants in the study

In this section, the performance of each model in different com-
binations is evaluated to determine the combination in which the 
model has revealed the best performance. Then, the specifications 
of the models are analyzed in the intended combination. Indexes of 
accuracy, G-Means, F-Measure, AUC, sensitivity, and characteristic 
for each model are represented in the following Table 3. According 
to Table 3, MLP model in the third combination has the highest sen-
sitivity and G-Means. Since the fourth combination (with 20 vari-
ables) is very close to the third combination (with 54 variables), 
MLP model in the fourth combination has the best performance. 
Table 4 shows that the performance indexes of QUEST model in 
third and fourth combinations are the same. Considering the num-
ber of variables in third combination (54 variables) and fourth 
combination (20 variables), the fourth combination has the best 
performance in QUESt model. According to the statements about 
QUEST model, the fourth combination has the best performance in 
CART model (Table 5).

Results of Table 6 indicate that NB model with unbalanced data 
and 20 variables (second combination) and balanced data with 54 
variables (third combination) have the best performances. In third 
combination, the model has the highest sensitivity but the number 
of variables in this combination is 54; thus, it is not economic to use 
this model in modeling due to the number of variables. Consider-
ing the number of variables and sensitivity as the most important 
index, the fourth combination of NB has a favorable performance. 
Results of Table 7 shows that the fourth combination has the best 
performance in logistic regression. In this combination, balanced 
data with 20 variables has led to the highest sensitivity, F-measure, 
AUC, and G-Means.

Findings and comparison of implementing different models 
on women

Findings for comparison of best models in women

In general, the research results show that the fourth combina-
tion of each model has the best performance in terms of perfor-
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P Value*

Diabetic
(140 persons)

Without Diabetes
(1114 persons)

Total women
(1254 persons)

Variable
Standard 
DeviationAverageStandard 

DeviationAverageStandard 
DeviationAverage

0.00111.747.112.138.712.339.6Age
0.00113.439.113.032.313.233.1Total length of stay in Tehran (years)
0.00131.9137.924.5105.127.510.8Two-hour glucose (milligrams per deciliter)
0.0019.959.410.963.810.863.3Blood glomerular filtration rate
0.00111.499.78.487.69.689.0Fasting blood sugar (milligrams per deciliter)
0.0011.016.50.9915.91.015.9Wrist circumference (cm)
0.0014.930.54.526.94.727.3Body mass index (kilograms per meter squared)
0.0010.10.880.10.820.10.83Waist-to-hip ratio
0.0010.10.610.10.540.10.5Waist-to-Height Ratio
0.0013.75.22.73.52.93.7Ratio of triglycerides to HDL
0.0011.75.51.54.71.64.8Ratio of total cholesterol to HDL
0.00114.544.611.538.612.139.2Pulse pressure (mmHg)
0.00112.696.611.388.311.789.2Average arterial pressure (mmHg)

Table 2: Basic characteristics (quantitative variables) in both diabetic and non-diabetic women.

* P value <0.05 for the examination of both diabetic and non-diabetic groups based on t-test.

nFourth CombinationThird CombinationSecond CombinationFirst Combination

67%77%78%42%41%Sensitivity
79%80%80%97%97%Characteristic
0.7880%80%91%91%Accuracy
0.390.450.450.490.50F-Means
0.730.780.790.640.63G-Means
0.830.860.850.850.85Area under curve (AUC)

Table 3: The performance of mlp model in different data combinations and variable of women.

Fifth CombinationFourth CombinationThird CombinationSecond CombinationFirst Combination
73%78%78%29%29%Sensitivity
78%78%78%98%98%Characteristic
78%78%78%90%90%Accuracy
0.420.430.430.4040%F-Means
0.750.780.780.530.53G-Means
0.810.810.810.620.67Area under curve 

(AUC)

Table 4: The performance of quest model in different data combinations and variable of women.

Fifth CombinationFourth CombinationThird CombinationSecond CombinationFirst Combination
66%70%70%33%33%Sensitivity
78%79%79%96%96%Characteristic
77%78%78%90%90%Accuracy
0.380.410.410.410.41F-Means
0.720.740.740.560.56G-Means
0.810.810.810.650.65Area under 

curve (AUC)

Table 5: The performance of cart model in different data combinations and variable of women.
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Fifth CombinationFourth CombinationThird CombinationSecond CombinationFirst Combination

71%74%71%38%34%Sensitivity
78%79%79%98%97%Characteristic
77%78%78%91%90%Accuracy
0.400.430.410.480.42F-Means
0.740.760.750.610.57G-Means

0.840.860.830.860.84Area under 
curve (AUC)

Table 7: The performance of logistic model in different data combinations and variable of women.

mance indexes such as sensitivity, G-Means. Comparing the sen-
sitivity of models in their best performance represent that Naïve 
model has the highest and CART model has the lowest sensitivity.

Fifth CombinationFourth CombinationThird CombinationSecond CombinationFirst Combination
76%79%81%78%78%Sensitivity
72%72%72%77%76%Characteristic
73%73%73%77%76%Accuracy
0.30.390.390.420.41F-Means

0.740.750.760.770.77G-Means

0.820.830.830.830.83Area under 
curve (AUC)

Table 6: The performance of naive model in different data combinations and variable of women.

As shown in Figure 2, the highest sensitivtiy belong to NB mod-
el, MLP model, and QUEST mode, respectively. Considering the bal-
ance between sensitivity and characteristic, the best models are 
respectively QUEST model and MLP model. 19 variables have been 
used in the fifth combination of training data (20 variables with-
out 2-hour blood sugar). In terms of sensitivity and G-Means, the 
results indicate that the performances of Nb and CART algorithms 
have respectively the highest and the lowest sensitivity. If the bal-
ance between sensitivity and characteristic has been more impor-
tant, QUESt model is the best model (Figure 3).

Figure 2: Comparing sensitivity and G-Means indexes  
in different models with the fourth combination. (women).

Figure 3: Comparing indexes of sensitivity and  
G-Means in different models with fifth combination.

Predictor variables based on best performance of the various 
models in women

Since all models used in the fourth combination have the best 
performance, the importance of predictor variables have been 
determined based on each model, and they are shown in Table 8. 
NB model has not represented any specific model for prediction; 
thus, it is not entered in Table 8. As the fourth combination has 
shown the best performance and it has employed 20 variables, it 
is concluded that the 20 variables are important factors to predict 
diabetes in women based on NB model. According to Table 8, 10 
of the 20 variables having been used for building different models 
are regarded as important factors. Some variables are observed in 
only one model while others may be observed in all models or most 
models. Important coefficient of the variables and their rankings 
are different in different models.
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Logistic RegressionCARTQUESTC5.0SVMMLPRank

Fasting blood sugar
0.29

Fasting blood 
sugar
0.43

Waist-to-Height
0.45

Fasting blood 
sugar
0.55

Fasting blood sugar
0.29

Fasting blood sugar
0.16

1

2-hour blood sugar
0.20

2-hour blood 
sugar
0.17

Fasting blood 
sugar
0.37

Waist-to-Height
0.18

Waist-to-Height
0.17

2-hour blood sugar
0.11

2

BMI
0.11

Waist-to-Height
0.15

2-hour blood sugar
0.11

Average arterial 
pressure

0.15

2-hour blood sugar
0.17

Triglyceride to HDL
0.1

3

Waist-to-Height
0.1

BMI
0.1

cholesterol to HDL
0.01

2-hour blood 
sugar
0.12

Triglyceride to HDL
0.06

BMI
0.07

4

Average arterial 
pressure

0.07

Wrist  
circumference

0.09

Average arterial 
pressure

0.01

Average arterial 
pressure

0.05

Average arterial 
pressure 

0.07

5

Waist-to-hip
0.06

Duration of stay 
in the city

0.01

Glomerular  
filtration of blood

0.01

BMI
0.05

Waist-to-Height 
0.07

6

Duration of stay in 
the city

0.04

Family history of 
diabetes

0.01

Triglyceride to 
HDL

0.01

Duration of stay in 
the city

0.04

cholesterol to HDL

0.07

7

Triglyceride to HDL 
0.04

cholesterol to 
HDL 
0.01

Duration of stay  
in the city 

0.01

education 
0.04

Waist-to-hip  
0.06

8

education 
0.04

use of enzyme 
inhibitors 

0.01

BMI 
0.01

Waist-to-hip 
0.03

Glomerular  
filtration of blood 

0.06

9

Family history of 
diabetes 

0.03

Triglyceride to 
HDL 
0.01

use of enzyme 
inhibitors 

0.01

Taking aspirin 
0.03

Duration of stay in 
the city 

0.05

10

Table 8: Importance of predictor variables based on the best performance of models in women (fourth combination).

Table 8 represents variable importance in each model. In this 
combination, fasting blood sugar is regarded as the first important 
variable in the five models. In QUEST model, the first important 
variable is waist-to-height ratio. 2-hour blood sugar is the second 
important variable in three models. In general, 4 variables are ob-
served in all models including fasting blood glucose, 2-hour blood 
glucose, waist-to-height ratio and mean arterial pressure. In MLP 
and QUEST models, which are among the best models in the fourth 
combination, 9 variable of the 10 first variables are common in 
both models. Waist-to-hip variable in MLP model and the use of 
enzyme inhibitor are seen in QUEST model.

Table 9 represents 4 rule for prediction of non-diabetic cases 
and 3 rules for prediction of diabetic cases; they are extracted from 
QUEST decision tree. Based on the first rule, incidence of diabetes 
will be met with the possibility of 88% if fasting blood sugar is less 
than or equal to 94 and waist-to-height ratio is less than or equal 
to 0.55. Based on the second rule, diabetes will not occur with the 
possibility of 72% if fasting blood sugar is less than or equal to 
94, waist-to-height ratio is between 0.55 to 0.66, and 2-hour blood 
sugar is less than or equal to 134. According to third rule, diabetes 
will not occur with the possibility of 57% if fasting blood sugar is 

less than or equal to 94, waist-to-height ratio is more than 0.66, 
and 2-hour blood sugar is less than or equal to 125.5. On the word 
of fourth rule, diabetes will not occur with the possibility of 72% if 
fasting blood sugar is more than 94 and waist-to-height ratio is less 
than 0.52. In line with Rule 5, diabetes will occur with the possibil-
ity of 69% if fasting blood sugar is less than or equal to 94, waist-
to-height ratio is between 0.55 to 0.66, and 2-hour blood sugar is 
more than 134. As stated by Rule 6, diabetes will occur with the 
possibility of 75% if fasting blood sugar is less than or equal to 94, 
waist-to-height ratio is more than 0.66, and 2-hour blood sugar is 
more than 125.5. As said by Rule 7, diabetes will occur with the 
possibility of 81% if fasting blood sugar is less than or equal to 94 
and waist-to-height ratio is more than 0.52.

Predictor variables based on the fifth combination in women

In the fifth combination, the variable of 2-hour blood sugar has 
been eliminated from the 20 variables used in the fourth combina-
tion. Model parameters are the same parameters that were used 
in the fourth combination. 10 important variables in each model 
are shown in Table 10. Table 10 shows the importance of variables 
in each model in the fifth combination. As observed, fasting blood 
sugar is represented as the first variable to predict diabetes in all 

Determining Risk Factors for Type 2 Diabetes and a Controlling Model with Data Mining Approach in Women: A Case Study on Patients in  
Diabetes Clinic in Lolagar Hospital in Tehran

Citation: Fatemeh Banazadeh., et al. “Determining Risk Factors for Type 2 Diabetes and a Controlling Model with Data Mining Approach in Women: A 

Case Study on Patients in Diabetes Clinic in Lolagar Hospital in Tehran". Acta Scientific Nutritional Health 3.9 (2019): 102-110.



108

Rules For 0
Rule 1
If fbs1 <= 93.85 and wtohei <= 0.55 and then 0 (824;0.877)

Rule 2
If fbs1 <= 93.85 and wtohei <= 0.66 and fbs1 > 88.003 and wtohei > 0.55 and bs2hr1 <= 134.42 then 0(505; 0.717) 

Rule 3 
If fbs1 <= 93.85 and wtohei > 0.66 and bs2hr1 <= 125.47 then 0 (125; 0.568)

Rule 4
If fbs1 > 93.85 and wtohei <= 0.52 then 0 (138; 0.739)

Rules For 1
Rule 5
If fbs1 <= 93.85 and wtohei <=0.66 and wtohei > 0.55 and bs2hr1 > 134.42 then 1 (136; 0.691)

Rule 6
If fbs1 <= 93.85 and wtohei > 0.66 and bs2hr1 > 125.47 then 1 (52; 0.75)

Rule 7
If fbs1 > 93.85 and wtohei < 0.52 then 1 (1, 381; 0.811)

Table 9: Extracted rules from quest decision tree model in the fourth combination (women).

Rules for 0: rules for non-diabetic

Rules for 1: Rules for diabetic

Fbs1: fasting blood sugar

Bs2hr1: 2-hour blood sugar 

Wtohei: Waist-to-Height Ratio

Ageyr: Age

Logistic RegressionCARTQUESTC5.0SVMMLPRank
Fasting blood sugar
0.29

Fasting blood 
sugar 0.43

Fasting blood sugar
0.44

Fasting blood 
sugar 0.57

Fasting blood sugar
0.4

Fasting blood sugar
0.17

1

BMI
0.18

BMI
0.18

Fasting blood sugar
0.44

Waist-to-Height
0.25

Waist-to-Height
0.15

Glomerular filtration 
of blood 0.1

2

Waist-to-hip
0.12

Waist-to-Height
0.15

Average arterial 
pressure 0.06

Average arterial 
pressure 0.18

Average arterial 
pressure  0.07

Waist-to-Height
0.09

3

Average arterial 
pressure 0.08

Wrist
0.09

Pulse pressure 
0.01

BMI
0.07

Triglyceride to HDL
0.08

4

Triglyceride to HDL
0.06

Average arterial 
pressure 0.07

cholesterol to HDL
0.01

Waist-to-hip
0.07

cholesterol to HDL
0.07

5

Duration of stay in 
the city 0.05

Age
0.06

Triglyceride to HDL
0.01

Triglyceride to HDL
0.06

BMI
0.07

6

Family history of 
diabetes 0.05

Pulse pressure 
0.04

Duration of stay in 
the city
 0.01

Duration of stay in 
the city 
0.05

Average arterial 
pressure 
0.07

7

education
0.05

Waist-to-hip 
0.04

BMI
0.01

education 
0.04

Duration of stay in 
the city 
0.06

8

Taking aspirin 
0.01

Family history 
of diabetes 

Waist-to-hip 
0.01

Family history of 
diabetes

Waist-to-hip9

A history of heart 
attack or stroke in 
male relatives 

Glomerular fil-
tration of blood
010.01

Taking aspirin
0.01

A history of heart 
attack or stroke in 
male relatives 

10

Table 10: Importance of predictor variables based on the models used in fifth combination (women).
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models. Waist-to-height ratio and BMI are seen in 5 models and 
mean arterial pressure is seen in all models. Duration of stay in the 
city, triglycerides to HDL, and taking aspirin are seen in two mod-
els. Family history of diabetes is observed in 3 models.

The findings related to the implementation of the MLP neural 
network model in women showed that the model has very low sen-
sitivity and very high characteristics with unbalanced data. This 
model was 41% sensitive in women with regard to the first com-
bination that used unbalanced data and all variables. The results 
showed that this method has significantly increased the sensitiv-
ity of MLP model in the group of women. Moreover, the results of 
SVM indicate that the model has very low sensitivity to unbalanced 
data in the group of women so that the model was 37% sensitive 
in women with regard to the first combination that used unbal-
anced data and all variables. By balancing the data and all the vari-
ables, the model sensitivity in women increased to 72%. In the fi-
nal model (fourth combination), SVM sensitivity is 74% in women. 
Comparing the performance of this model with logistic regression 
analysis shows that the sensitivity of this model in women is the 
same in both models. According to the research, 3 decision tree 
algorithms (C5.0, QUEST, CART) have very low sensitivity and very 
high characteristic to unbalanced data. The sensitivity in women 
for the three models has been 71%, 78%, and 70%, respectively. 
Balancing data increases sensitivity of the three models signifi-
cantly. This research implies that decision tree algorithms will 
have better performances for prediction of positive class by bal-
ancing data. Sensitivity of these three algorithms in women is re-
spectively 75%, 77%, and 70%. Comparing the sensitivity of these 
three models with sensitivity of logistic regression analysis (fourth 
combination) shows that the sensitivity of these algorithms in 
women is 7%, 9%, and 2%, respectively, more than logistic model. 
Accordingly, all tree algorithms in the final model (fourth com-
bination) for women are more than 70% but their characteristic 
(between 72% and 79%) is less than MLP and SVM models. The 
results also showed that decision tree algorithms are appropriate 
models for data in the current study with a sensitivity of 70%. In 
terms of Naïve Bayes model performance, results showed that the 
algorithm had the highest sensitivity with unbalanced data and 
total variables (the first combination) in women (about 78%). Re-
sults of the most important predictors of diabetes in women are 
that 20 variables entered into the modeling based on the fourth 
combination. In total, 15 variables in 6 models of diabetes were 
identified as the most important predictor variables. According to 
the results, fasting blood sugar is the first important variable in 
all models and 2-hour blood sugar is among the first three vari-
ables in terms of importance. Waist-to-height has been identified 
as the first 6 variables in all models. BMI has been identified in 
most cases and family history has been identified in two models. 
Ratio of triglycerides to HDL, ratio of cholesterol to HDL, educa-
tion, and waist-to-hip are also variables having been found as ten 
first variables in some models. It is noted that the importance of 

Conclusion

importance of waist circumference to height is more than fasting 
sugar and 2-hour sugar in QUEST model that is the best model. In 
the fifth combination, which 2-hour glucose was removed from the 
list of input variables of the model, fasting blood sugar was identi-
fied as the most important factor; then, waist to height and aver-
age arterial pressure are important variables in most cases. Other 
variables that have been identified in fourth combination have 
the same behavior in the fifth combination. New variables are ob-
served in fifth combination compared to fourth combination. The 
new variables are history of heart attack or stroke in male relatives 
and pulse pressure; they are observed in 2 models and the variable 
of age have been observed in one model. Results of most important 
risk factors for diabetes in women are as follows. In order to ex-
amine the relationship between variables, tree structure and rules 
have been derived from QUEST model, which is the best model in 
fourth combination, According to the rules of the model, a fasting 
blood sugar of 94 is crucial for the occurrence or non-occurrence of 
diabetes so that diabetes will not occur with a possibility of 88% in 
a subject with fasting blood sugar of 94 if the waist-to-height is less 
than 0.55. The possibility is not related to 2-hour glucose levels. 
However, 2-hour glucose level becomes important by increasing 
the ratio waist to height so that the level of 2-hour glucose must 
be reduced as long as the waist to height rate increases in order to 
decrease the possibility of diabetes. Thus, in fasting glucose levels 
of less than 94, waist to height and to 2-hour glucose level are the 
determinants of of diabetes. If the amount of fasting glucose reach-
es up to 94, waist-to-Height more than 0.52 is most important risk 
factor for diabetes. In this manner, if waist to height ratio is more 
than 0.52 in fasting glucose level more than 94, chance of diabetes 
will reaches to 81% while it reaches to 26% in less than 0.52. If 
the amount of 2-hour glucose level is disregarded, in fasting glu-
cose less than 94, average arterial pressure decreases to less than 
98.9 with increasing waist-to-height ratio to more than 0.6; hence, 
the risk of diabetes will be reduced. Otherwise, the risk of diabetes 
will increase from 41% to 66% in average arterial pressure more 
than 98.9. In general, the principles indicate that waist-to-height 
importance in the incidence of diabetes is equal to or more than 
fasting blood sugar in women, because women will not be target of 
diabetes with a possibility of 74% by keeping waist-to-height ratio 
of less than 0.52; this possibility is independent of fasting blood 
sugar and 2-hour blood sugar. The model was less sensitive by in-
creasing the number of tree layers; then, the relationships among 
variables have been uncovered. Other factors including cholesterol 
to HDL ratio (more than 5.3), duration of stay in the city more than 
43 years, triglyceride to HDL ratio (more than 13.5), and glomeru-
lar filtration between 58.5 and 65.7 will increase the risk of diabe-
tes in certain sub-groups. Therefore, they are risk factors. The sub-
groups are explained fully in the results. The results of risk factors 
for women indicate that fasting blood sugar, 2-hour blood sugar, 
waist to height ratio, and average arterial pressure are predictors 
of risk for diabetes in any case. For example, diabetes has a pre-
ventable nature in women more than men because the risk of dia-
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