
ACTA SCIENTIFIC MEDICAL SCIENCES (ISSN: 2582-0931)

     Volume 3 Issue 10 October 2019

Artificial Intelligence in Health Care and Medicine: A Personalized Approach

Koen V Hindriks1 and John-Jules Ch Meyer2*
1Vrije Universiteit Amsterdam, The Netherlands
2Utrecht University, Utrecht, The Netherlands/Emotional Brain, Almere, The Netherlands

*Corresponding Author: John-Jules Ch Meyer, Utrecht University, Utrecht, The Netherlands/Emotional Brain, Almere, The Netherlands.

Review Article

Received: August 06, 2019; Published: September 19, 2019

Abstract

Keywords: Artificial Intelligence; Health Care; Medicine

Introduction

Artificial Intelligence (AI) is becoming more and more ubiquitous, and AI also invades health care and related fields ever more. 
We believe this is a good thing. Inspired by work that we have done in various projects at the Alan Turing Institute Almere (ATIA), 
Delft University of Technology (TUD), Utrecht University (UU), and Vrije University (VU), we’ll review a number of applications of AI 
in health care and medicine, mainly from a personal viewpoint, expertise and interest. In many of the projects we have worked on 
there is a shared focus and interest in creating a more personalized approach to health care and medicine. It is this focus on a more 
personalized health care that we want to highlight in this paper. To this end, we review various examples of work to illustrate and 
argue that AI, and Social AI in particular, has great potential for improving healthcare and enabling a more personalized approach. 
We show techniques from Social AI can be effectively applied in developing Behavior Change Management systems, and illustrate its 
use in related work on data collection for Value-Based Health Care. In particular, we’ll discuss artificial emotions, serious games for 
healthcare, and artificial companions to assist with the care of patients in a hospital or home setting. These companions are able to 
monitor the behavior of patients, help them remind of taking medication, but also can have conversations with them giving them the 
feeling that they are cared for. We argue that these examples of Social AI techniques can be used to enable and improve personalized 
health care even in times where health care is economized upon like we face in The Netherlands. More generally, in this article we 
discuss various methods and techniques from AI to do this.

Artificial Intelligence (AI) has gained a lot of interest in health 
care and medicine more recently. AI techniques have been applied 
in very diverse domains of health care including drug discovery, 
medical imaging, personalized genetics, robots in surgery rooms, 
and providing preventive support for elderly independent living. 
Advanced machine learning techniques have been used to di-
agnose cancer from images, for example, and social robots have 
been used to motivate children with diabetes to adhere to a life-
style regime. Both authors have been involved in several projects 
in which AI has been applied to improve health care. The first 

author has been involved in projects, for example, in which social 
robots have been developed to improve lifestyle management for 
diabetes, to reduce stress of children with cancer, and to implement 
Value-Based Health Care (VBHC) by automating the collection of 
patient-reported outcome measures by means of an interviewing 
robot. The second author has been involved as a scientific direc-
tor at the Alan Turing Institute Almere (ATIA), where data science, 
data analytics, and machine learning techniques have been used to 
develop health and medicine applications, together with several 
other institutes, as well as with academic hospitals. A shared focus 
in all of these projects has been the use of (Social) AI techniques for 
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developing a more personalized approach in health care and proj-
ects that have aimed at improving the daily practice of care in real-
world contexts such as hospitals. Thus we show how we can use 
several methods and techniques from AI, and particularly Social 
AI, to address problems in health care in a personalized manner. 
We will explain the problems and solutions used per topic. It is im-
portant to note that there is not just one method or technique that 
is used but there are various quite distinct ones that can be em-
ployed. The methods/techniques/solutions range from employing 
emotional models to multi-agent systems and from data analytics 
to employing social robots.

The paper is organized as follows. We first introduce Social AI 
and discuss its potential and application in health care. We discuss 
themes such as gamification of health care training, artificial emo-
tions, and the potential of social robots to improve health care. 
Then we continue to discuss work that aims at behavior change 
and provide examples for lifestyle management and mental health. 
Finally, we present our conclusion and briefly summarize the po-
tential of (Social) AI for personalized health care as we see it. 

Social AI in Health Care

Social AI aims to improve how AI systems understand and in-
teract with people. Common examples of such systems are chat-
bots that use natural language for interfacing with people, virtual 
assistants and virtual reality applications, smart speakers and dis-
plays that use voice to interact with people, and social robots that 
provide yet another interface for interacting with their users. In 
the health care domain, all of these different types of interfaces can 
be used to achieve a variety of objectives. Social AI techniques can 
be used to improve patient engagement and experience, to person-
alize health care interventions, and to assist with the training of 
health care professionals. We will illustrate this potential of AI by 
discussing several example projects that we have been involved in 
one way or another below. We also argue that multi-agent systems, 
that consist of multiple artificial agents that interact with each oth-
er, have potential and can provide an interesting new perspective 
on personalized medicine.

Serious games for health care training and independent living

Serious games can be used as virtual training environments, 
and provide an innovative approach to training where Social AI is 
used to create realistic training scenarios. Typically, these games 

are simulations of situations that are useful for practicing various 
skills. In a serious game, the trainee plays a role and interacts with 
so-called non-player or virtual characters. The idea of these serious 
games arose from economizing real simulations where situations 
were enacted by a lot of people in a staged real-world setting. This 
is costly and sometimes impossible if the situations at hand are 
rare or dangerous. The virtual characters in serious games are con-
trolled by intelligent agent software [31], and the main thing is that 
they must be believable in order for the trainee to think the whole 
simulated situation is real enough to have a learning experience. 
Nowadays these serious games are ubiquitous, and have many ap-
plications, for example for firemen, police men and military. But 
there are also serious games for health care [3] which can be used 
to train health care professionals. We have worked on the personal-
ization of this type of games involving automatic adaptation to the 
knowledge and skills of the user/trainee.

A feature that is very important in serious games is explain abil-
ity. It is crucial, for example, that a trainee who is engaging in a seri-
ous game can understand why other characters are behaving the 
way they do and why they take certain decisions or provide a cer-
tain advice. One of the very interesting things is that virtual char-
acters in serious games, especially in health care, must deal with 
emotions to some extent, which is the subject of the next section.

Another illustration of the use of serious games in health care is 
the use of such a game to support independent living for elderly by 
improving the skills of elderly for handling scams. Elderly people 
that live at home face many issues, one of which is falling prey to 
so-called doorstep scams. In situations where unadvertised people 
present themselves at the door of the homes of elderly, many of 
the elderly find it difficult how to handle these situations and to 
differentiate bona fide people from doorstep scammers. Training 
of these situations can help improve their skills and make them 
more assertive towards these scammers [26,27] report on an 
agent-based training environment that aims to improve the verbal 
resilience of elderly when faced with doorstep scams. They use a 
virtual environment to simulate doorstep scam situations and ask 
trainees to select the most appropriate response. The system uses 
speech recognition to detect the level of assertiveness and provides 
immediate feedback to the user’s performance.
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• Observing (social) phenomena
• Theory construction
• Pre-formal theory
• Formal characterization of (social) concepts
• (Logical) calculus
• Development of a computational model
• Principled operationalization
• Computer model of artificial system
• Artificial system
• Observed performance

Artificial emotions

A relatively new development in AI is the study of (artificial) 
emotions. In a way this is just a continuation of studying the (com-
puter simulation of the) human mind which was first entirely fo-
cused on cognitive behavior and reasoning. But due to develop-
ments in psychology and the humanities, emotions have become 
a serious topic of investigation and we have developed formal 
models of emotions that can be used in serious games discussed 
above and by social robots which we will discuss below. The aim is 
to put these formal models at work in systems where (emotional) 
software agents steering virtual characters or robots can render 
these more believable. This is particularly important for applica-
tion in health care and to support a more personalized treatment 
of patients. As we shall see later in this article emotions play an 
important role not only in serious games for health care as men-
tioned earlier, but also in robot-patient systems to assist patients 
in health care situations.

In former days emotions were seen as irrational behavior dis-
turbing the rational mind. But since neurologist Damásio [1], this 
has changed radically: emotions are now viewed as complemen-
tary to rational thinking and behavior, and in support of these. And 
so it made sense to use these insights also for artificial intelligence, 
and thus the discipline of affective computing entered the field 
[38]. Models of emotions are not only useful for getting artefacts 
with a more human-like behavior, but also play a functional role. 
As was recognized by psychologists like Frijda, “Emotional states 
organize ready repertoires of action” and “Emotions are heuris-
tics”, e.g., [8]. So emotions may help organize behavior of agents. 
Speaking in terms of software engineering, emotions may act as a 
design tool for the software construction of artificial agents such 
as chatbots, virtual characters, or robots. This is the perspective 
we took when we started to investigate emotions [30,48-52]. In 
a series of papers, we have investigated models of emotions; we 
mostly started with logical formalizations of psychological mod-
els after which we tried to make these into computational models 
with the aim to get computer-based systems that deal with emo-
tions in some way.

The methodology that we applied is called the synthetic meth-
od in the literature [17,47]. It comprises the following steps in real-
izing intelligent socio-technical systems: 

This is in fact what we did: we started out with a psychologi-
cal theory based on observations such as Oatley and Jenkins [35] 
and OCC [36], which we formalized in a specific type of modal logic 
(i.e., KARO [32]), after which we derived computational models 
(cf. [41]) from this work, mostly using the programming language 
2APL [2]. As we shall see these computational models of emotions 
can be used proficiently in several health care systems such as seri-
ous games and robotic assistance systems.

Decision support and medical recommendations

Another subfield related to healthcare and medicine, where AI 
researchers have also played an important role is in obtaining com-
puter-based medical practice guidelines development. We have not 
been involved in any work in this area ourselves but interesting 
work in this area is [9,53,54,56] who develop evidence-based clini-
cal practice guidelines for promoting standards of medical care. 
Clinical practice guidelines are recommendations for clinicians 
about the care of patients with specific conditions. They should be 
based upon the best available research evidence and practice expe-
rience. We believe this line of research is interesting and important 
and has potential.

Social robotics

Introducing robotics in healthcare can compensate the shortage 
in the human workforce. Robots can offer more time for health care 
professionals to provide care rather than deliver items or spend 
their time on administrative tasks. Surgery robots can be used in 
the surgery room, operated by medical specialists, to provide pre-
cision surgery, and mobile delivery robots can be used to deliver 
medications and transport sterile surgical supplies or linen. A dif-
ferent kind of robots, called social robots, equipped with touch sen-
sors, cameras, and microphones, have been designed for interac-
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tion with people. These robots can operate autonomously, that is, 
without human intervention, and in a health care context can be 
used to alleviate loneliness of the elderly, support medication ad-
herence for patients with chronic diseases, and to reduce stress 
while undergoing medical treatment, for example. We illustrate 
some of these applications in this section and the next.

Our first example illustrates how social robots can help bring 
about new approaches to health care such as Value-Based Health 
Care (VBHC). Instead of rewarding volume, VBHC aims to reward 
better results in terms of cost, quality, and outcome measures. 
Measuring patient outcomes is essential for the success of value-
based health care. To this end, so-called Patient Reported Outcome 
Measures (PROMs) are used which enable a data-driven health 
care approach for assessing quality of life. This approach also sup-
ports physicians and nurses in delivering personalized health care. 
However, the administration of PROMs requires considerable ef-
fort and puts a large burden on today's healthcare systems. To al-
leviate this burden, we have proposed the use of the social robot 
Pepper from Softbank for cost-effective robot-mediated adminis-
tration of PROMs. An initial prototype of a PROM-interview robot 
has shown great promise and we were able to show data can be 
reliably collected by a robot [4,5,13], but some challenges that we 
are working on remain. First, there is a need for more advanced 
patient-robot dialog, interview, and explanation capabilities that, 
for example, allows patients to elaborate on their answers when 
they want to. Second, as patients questioned about their wellbe-
ing may respond emotionally, the robot needs to be able to weigh 
social signals indicating frustration and patient stress and take 
their emotions into account. Third, as the needs of individual pa-
tients are different and patients repeatedly visit the hospital, more 
personalized robot interaction is needed that enables the robot to 
adapt its behavior to specific patient characteristics and previous 
encounters.

Social robots can be particularly effective and motivating for 
children in various contexts. In our second example we discuss a 
project that aims to reduce stress of children with cancer. The aim 
of the project is to contribute to the development of a robot that is 
able to facilitate child-robot bonding [22]. Work has been done to 

build such bonds by providing the robot with the ability to conduct 
a getting acquainted interaction [23] and to engage in interactive 
storytelling where the child plays a role in how the story unfolds 
and participates by physically enacting parts of the story together 
with the robot. We aim to use robot-disclosure and a shared inter-
action history to make the child feel comfortable enough to talk 
about their day with the robot. This requires new forms of interac-
tion design and AI for social interaction. Apart from these technical 
challenges, one of the other challenges in the project has turned out 
to be to get access to the hospital children and deploy the robot.

In all of these examples emotions play an important role in the 
interaction between robot and patient. We believe that the emotion 
models we discussed above can also increase the efficacy of hu-
man-robot interaction. Emotions are also important more broadly 
in human-computer interaction [33]. Nowadays we see several ini-
tiatives for including emotions in companion robots [45,46]. This 
is an important development for health care ([45], but for a more 
critical perspective, see [7]).

Multi-agent systems for personalized medicine

The second author was also involved in the development of AI 
techniques, such as multi-agent systems, machine learning, and 
knowledge-based reasoning, for multidisciplinary health research 
to individualise disease treatment. We adhered to the paradigm of 
personalized medicine1 and tried to retrieve/infer as much infor-
mation about an individual as possible. That is, we tried to find and 
exploit differences and similarities, using combinations of charac-
teristics to achieve:

• Treatment efficacy: group vs. individual (Responders vs. 
Non-responders) Example: Depression study

• Subtyping to improve treatment (Same diagnosis does not 
imply same cause) Example: Obesity study

• Find new Patterns and links 

And we could answer questions such as:
Which combination(s) of characteristics can predict: diagnosis, 

treatment efficacy and adverse events.
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We used a so-called multi-agent approach to assemble a toolset 
of various distinct techniques to be used on the projects at hand, 
where sometimes even more than one technique could be used 
in parallel. The multi-agent system consisted of several modules 
(agents), each with their own knowledge representation and/or 
reasoning methods, and provided an ‘Inter-agent dialogue plat-
form’. The modules (agents) comprised machine learning for in-
ductive reasoning using decision trees (these trees resulted in rules 
that then could be used in deduction) [40] and artificial neural 
networks (Restrictive Boltzmann Machines [20]), mutual interac-
tion information between variables [43], Bayesian networks [37], 
rule-based reasoning (deduction using KR rules, [6]), regression 
analysis [24] and k-means clustering [25]. An example of our work 
was published in [14]. We believe this is one of the first works to 
use this multi-agent technique, which seems to have become more 
fashionable nowadays (see e.g. [44]). The system can be used for 
diagnosis and advice for complex multidisciplinary domains, using 
multiple independent lines of reasoning, and obtaining statistically 
more reliable results.

A main problem with machine learning techniques is a lack of 
transparency, which causes the fact that results are badly explain-
able, even to experts, but certainly to laymen… Explainability, like 
for serious gaming, is therefore an important feature such tech-
niques should have. One way of trying to remedy this transparency 
problem in machine learning is to use several distinct techniques 
in parallel as in [14]: observing similar results by using distinct 
techniques can provide more confidence in the results, and if one 
of the techniques employed is of a more symbolic/logical nature, 
this may provide explanations of the results in a way that is intel-
ligible for a human.

Behavior change management

Health care faces many problems these days such as an increas-
ingly large elderly population which requires more care while there 
is a lack of resources to do so. Because of these issues prevention 
of, for example, chronic and other diseases or health care related 
phenomena (e.g., diet) by means of improving lifestyle has become 
an important focus. Behavior change management systems can be 
applied to deal with many of these issues. Like with the interview-

ing robot, behavior change techniques can be used to reduce costs 
and workload by shifting some of the work to AI systems. 

Behavior change systems have been applied to address lifestyle 
in relation to various health care issues. The PROMISS project aims 
to improve active and healthy ageing by preventing protein energy 
malnutrition in seniors2. In Europe, between 13.5% and 29.7% of 
older adults living at home are malnourished or at risk of protein 
energy malnutrition [28] introduces a system with persuasive 
communication to improve the diet compliance and adherence of 
participants in the PROMISS-project. Different strategies for per-
sonalization are used, taking framing, politeness, and persuasion 
principles into account. The design of the system, moreover, is tai-
lored to the specific needs of elderly. One of the most important 
lessons learned during the development of the system is that both 
the system as well as the participants need to have some room for 
flexibility [28]. Interaction with technology is a two-way street that 
requires the technology to provide room for users to do things as 
they are used to and enjoy. But it also requires users to adapt to the 
technology they interact with.

Another example concerns the application of behavior change 
technology to treat insomnia [15] gives an overview of persuasive 
strategies to derive high-level requirements for a virtual sleep 
coach. It finds that most persuasive strategies can be used for de-
veloping a virtual sleep coach but the challenge is how to combine 
persuasive strategies and how to determine when to apply a par-
ticular strategy. In [16] a fully automated mobile phone app that 
applies cognitive behavioral therapy for insomnia is evaluated in 
an RCT. It demonstrates the efficacy of the app in the treatment 
of relatively mild insomnia. Although this technology shows great 
promise, it remains a challenge how to best integrate this kind of 
technology into a health regime.

In our final example we again discuss social robots to show 
that they do not only provide mere companionship to children and 
elderly [34], but also can help in maintaining certain types of life 
style and accompanying medical treatment [19,29,39]. They can 
help people and particularly children with dealing with several 
kinds of diseases such as autism [21,42,55] and diabetes [11,12]. 
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Conclusion

BibliographyType 1 Diabetes Mellitus (T1DM) in children requires a high level 
of self-management of young patients. In the Personal Assistant 
for healthy Lifestyle (PAL) project, a social robot and its (mobile) 
avatar have been developed which can act as a child’s pal or com-
panion. When patients do not acquire the knowledge, skills and 
habits to adhere to their diabetes regimen at childhood, risks as-
sociated with diabetes increase at adolescence. The PAL-project 
has assessed the benefits of the behavioral change on patients’ 
health conditions, and the profits for caregivers in longitudinal 
field experiments. One interesting new module that was devel-
oped in the project, again highlighting the importance of emotion, 
enables agents to use emotions to (self-)explain their actions [18]. 
This gives rise to Emotion-aware eXplainable Artificial Intelligence 
(EXAI) [18]. argues that simulating emotions using appraisal the-
ory enables (1) the explanation of these emotions, (2) the use of 
emotions as a heuristic to identify important beliefs and desires 
for explanation, and (3) the use of emotion words in the explana-
tions themselves.

In conclusion, we dare say that AI, and particularly Social AI, 
holds a big promise to health care and medicine. It will provide 
for more advanced and easy-to-use techniques, both in the clinical 
environment and in common daily health care and medicine. Thus, 
we will see more AI in health care and medicine in the years to 
come, at least along the lines we’ve sketched in this short article. In 
our opinion this is a good thing even though we also need to take 
account of warnings that are issues about some of the potential 
dangers of AI to society [10]. We believe in particular that there are 
many areas with great potential to further improve personalized 
health care. The combination of AI and IoT (Internet of Things) 
looks particularly interesting. Apart from social robots which we 
discussed in this paper, more and more other devices such as 
wearables (e.g., smart watches) and other sensors for monitoring 
individual health status (e.g., for fall detection, sleeping behavior) 
will become available and connected to the Internet. This means 
that more and more health care data will become available that can 
be analyzed using AI techniques with the aim of improving care 
and detecting health issues early. The potential of AI in combina-
tion with advanced sensor technologies and computing power in 
the cloud is huge. In order to benefit from this potential at the in-
dividual patient level, we call for more research into Social AI and 
personalization techniques in particular.
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