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Machine learning techniques have been applied in various fields and shown to be effective, like cybersecurity. Machine learning 
can be used in cybersecurity to detect and defend against network attacks. It can also be used to detect anomalies in system behavior 
that may indicate an attack is underway. Machine learning is a valuable tool for cybersecurity professionals and can help make sys-
tems more secure. This paper aims to develop seven machine learning algorithms (Decision Tree, Random Forest, Gradient Boosting, 
XGBoost, AdaBoost, Multilayer Perceptron, and Voting) to detect anomaly attacks using a well-known dataset named UNSW-NB15. 
To assess the performance of these models, there are four popular evaluation metrics: accuracy, precision, recall, and f1-score. There-
fore, we applied two experiments and an enchantment experiment to detect several types of attacks: 1) Binary classification into two 
types of attacks (normal and malicious). 2) Multiclass classification (types of malicious attacks). 3) Enchantment experiment on the 
second experiment (choose the three most frequent attacks in the dataset out of nine attacks). These experiments are done to see if 
each algorithm is able to distinguish between the types of malicious attacks in the UNSW_NB15 dataset. The results showed that the 
voting classifier performed the best in the first experiment. Furthermore, when compared to others, the XGB performed better in the 
second and enchantment experiments.

Cybersecurity is the process of defending computer systems 
and networks against information leakage, theft, or damage to 
their hardware, software, or electronic data, as well as disrup-
tion or misdirection of the services they offer [1]. The importance 
of the field has increased as a result of the growing reliance on 
computer systems, the Internet, wireless network standards like 
Bluetooth and Wi-Fi, as well as the spread of “smart” devices like 
smartphones, televisions, and the numerous items that make up 
the Internet of Things (IoT) [1]. Cybersecurity is one of the most 
important issues in the current world because of its complexity, 
both in terms of political usage and technological development. Its 
primary goal is to guarantee the dependability, integrity, and data 
security of the system [2].

A “cybersecurity attack” is any bad thing that happens to IT 
systems or the people who use them in order to get unauthorized 
access to the systems and the data or information they hold [3]. In 
the majority of situations, cyberattacks are carried out by crimi-
nals aiming to profit from the attack. In other circumstances, the 
goal is to disrupt operations by blocking access to IT systems or 
harming physical equipment directly [3]. The latter is frequently 
state-sponsored and conducted by state actors or cybercriminals 

working for them. Cybersecurity attacks can be directed at specific 
businesses or individuals, or they can be broad in scope, affecting 
several organizations across multiple regions and countries [4]. 
Targeted attacks frequently spread beyond their original targets to 
cause problems for all businesses. The global NotPetya outbreak 
in June 2017 was most likely a result of a state-sponsored strike 
against Ukrainian banks and utilities. According to publications 
documenting the clean-up, it had the intended impact on Ukraine, 
but it also extended abroad, resulting in around $10 billion in costs 
to recover IT systems and lost productivity [2-4].

Machine learning (ML) is a field of study that focuses on under-
standing and making methods that “learn,” or use data to get bet-
ter at a set of tasks. Artificial intelligence is associated with it [5]. 
Machine learning algorithms create a model based on training data 
to make predictions or judgments without having to be explicitly 
programmed to do so. Machine learning algorithms are utilized in 
a wide range of applications, including medicine, email filtering, 
speech recognition, and computer vision, where developing tradi-
tional algorithms to do the required tasks is difficult or impossible 
[5].

Machine learning can be used by cybersecurity systems to look 
for patterns and learn from them, which can help stop attacks from 

Citation: Saif Rawashdeh. “Applying Machine Learning Techniques in Cybersecurity Field". Acta Scientific Computer Sciences  5.11 (2023): 30-39.



happening again and again and adapt to changes in behavior. It 
can help cybersecurity teams be more proactive about stopping 
threats and responding to attacks that are already happening [5]. 
It can help firms use their resources more strategically by reduc-
ing the amount of time spent on regular tasks. Machine learning 
could make cybersecurity easier, more proactive, less expensive, 
and more effective [4,5]. But it can only do that if the data that ma-
chine learning is based on gives a full picture of the environment. 
Garbage in, garbage out, as they say [5].

The goal of this paper is to use several machine learning algo-
rithms on a popular network intrusion dataset to figure out if each 
sample is normal or not, and then to tell the different attacks in this 
dataset that are not normal from each other. The remainder of this 
paper is organized as follows: Section 2 presents some previous 
works that are related to this paper. Section 3 describes the meth-
odology used in this paper. Section 4 illustrates the results. Section 
5 concludes the paper and suggests some future work. 

Related Work

Several authors applied machine learning algorithms in the cy-
bersecurity field to detect different types of attacks based on real-
time datasets or existing datasets from several resources, as shown 
in Table 1.

Kumar., et al. [6] proposed a classification model to detect sever-
al attacks from malicious activities in the network, which is called a 
decision tree (DT). They used the UNSW-NB15 dataset, which con-
tains nine attack samples (DoS, reconnaissance, backdoor, fuzzers, 
analysis, exploits, worms, shellcode, and generic) and 44 features 
for normal attacks. To assess the performance of these trees, they 
used many evaluation metrics: accuracy, precision, and recall. This 
model achieved an accuracy of 90.74%. Amaizu., et al. [7] employed 
a deep learning model for network intrusion detection called Deep 
Neural Network (DNN). They used the NSL-KDD, UNSW-NB15, and 
CSECIC-IDS2018 datasets. The model’s performance was then as-
sessed using four assessment metrics: accuracy, precision, recall, 

and F1-Score. The DNN model performed well in each dataset, as 
shown by the following results: 97.89% in NSL-KDD, 89.99% in 
UNSW-NB15, and 76.47% in CSECIC-IDS2018.

Kasongo., et al. [8] used machine learning algorithms to build 
intrusion detection systems that could spot attacks on networks. 
They used a popular dataset called UNSW-NB15 that contains 
several kinds of network attacks. This dataset contains nine at-
tack samples (DoS, reconnaissance, backdoor, fuzzers, analysis, ex-
ploits, worms, shellcode, and generic) and normal attacks with 44 
features. These algorithms are SVM, XGBoost, k-Nearest Neighbor 
(kNN), Logistic Regression (LR), Artificial Neural Network (ANN), 
and Decision Tree (DT). They have shown that these methods 
achieve a higher accuracy of 90.55% in the detection process when 
using XGBoost as a feature selection method. Tuan., et al. [9] used 
five machine learning algorithms to detect different types in a well-
known cybersecurity dataset. They used a popular dataset called 
UNSW-NB15 that contains several kinds of network attacks. This 
dataset contains nine attack samples (DoS, reconnaissance, back-
door, fuzzers, analysis, exploits, worms, shellcode, and generic) and 
normal attacks with 44 features. The machine learning algorithms 
are SVM, ANN, Nave Bayes (NB), DT, and Unsupervised Machine 
Learning (USML). They showed that the USML obtained good per-
formance in this dataset, with an accuracy of 94.78%.

Shushlevska., et al. [10] applied an intrusion detection system 
based on various machine learning algorithms to detect the net-
work attack on the UNSW-NB15 dataset. This dataset contains nine 
attack samples (DoS, reconnaissance, backdoor, fuzzers, analysis, 
exploits, worms, shellcode, and generic) and normal attacks with 
44 features. These algorithms are logistic regression (LR), nave 
Bayes (NB), random forest (RF), and decision tree (DT). The F1 
Score and Recall values for the Naive Bayes method are 76.1% and 
85.3%; those for the Logistic Regression algorithm are 78.2% and 
96.1%; those for the Decision Tree classifier are 88.3% and 95.4%; 
and those for the Random Forest algorithm are 89.3% and 98.5%.

Ref Year Attack Cybersecurity Dataset Algorithm Result
[6] 2020 • Analysis

• Backdoor
• DoS

• Exploits
• Fuzzers
• Generic
• Normal

• Reconnaissance
• Shellcode

• Worms

UNSW-NB15 DT Accuracy = 
90.74%
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[7] 2020 * NSL-KDD:
• R2L
• DoS
• U2R

• Probe
* UNSW-NB15:

• Analysis
• Reconnaissance

• DoS
• Exploits
• Fuzzers
• Generic
• Normal
• Worms

• Backdoor
• Shellcode

* CSECIC-IDS2018
• Infiltration

• Web Attacks
• DoS

• DDoS
• Botnet

• Brute-force
• Normal

NSL-KDD, UNSW-NB15, and 
CSECIC-IDS2018

DNN Accuracy = 
97.89%, 89.99% 

and 76.47 in 
three datasets, 

respectively

[8] 2020 • Analysis

• Reconnaissance

• DoS

• Exploits

• Fuzzers

• Generic

• Normal

• Worms

• Backdoor

• Shellcode

UNSW-NB15 SVM, XGBoost, kNN, LR, 
ANN and DT.

XGBoost accu-
racy = 90.85%

[9] 2019 • Analysis

• Reconnaissance

• DoS

• Exploits

• Fuzzers

• Generic

• Normal

• Worms

• Backdoor

• Shellcode

UNSW-NB15 SVM, ANN, NB, DT, and 
USML

USML accuracy 
= 94.78%.

32

Applying Machine Learning Techniques in Cybersecurity Field

Citation: Saif Rawashdeh. “Applying Machine Learning Techniques in Cybersecurity Field". Acta Scientific Computer Sciences  5.11 (2023): 30-39.



[10] 2022 • Analysis

• Reconnaissance

• DoS

• Exploits

• Fuzzers

• Generic

• Normal

• Worms

• Backdoor

• Shellcode

UNSW-NB15 RF

DT

LR

NB

F1-score and 
recall of RF 

= 89.3% and 
98.5%

Table 1: Previous Related Work for Cybersecurity Attacks Detection.

Methodology
Figure 1 shows the proposed methodology used in this study to 

detect various types of attacks in the UNSW-NB15 cybersecurity 
dataset. The following sections illustrate the proposed methodol-
ogy.

Dataset description

We used in our experiment a well-known dataset that has many 
cybersecurity attacks: the UNSW_NB151 dataset. Table 2 shows the 
name of each dataset, the number of instances, the number of fea-
tures, and what the cybersecurity attacks are.

Figure 2: Flow-chart of Proposed Methodology.

This dataset was made by the IXIA traffic generator [11], which 
uses three servers: two for normal attacks and one for malicious 
attacks. This dataset contains 45 features and 257,673 instances, 
divided into 93,000 normal attacks and 164,673 malicious attacks. 

Table 2: Information of Cybersecurity Datasets.

Dataset Name No. of Instances No. of Features Cybersecurity Attacks
UNSW_NB15 257,673 45 Analysis, Reconnaissance, DoS, 

Exploits, Fuzzers, Generic, Normal, 
Worms, Backdoor, Shellcode

The malicious attacks included nine types of attacks: analysis, re-
connaissance, DoS, exploits, fuzzers, generic, normal, worms, back-
doors, and shellcode. Table 3 shows the features of this dataset. In 
addition, Table 4 and Figure 2 present these attacks and the counts 
for each attack.
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Table 3: UNSW_NB15 Features.

No. Feature No. Feature No. Feature

1 id 16 dloss 31 response_body_len

2 dur 17 sinpkt 32 ct_srv_src

3 proto 18 dinpkt 33 ct_state_ttl

4 service 19 sjit 34 ct_dst_ltm

5 state 20 djit 35 ct_src_dport_ltm

6 spkts 21 swin 36 ct_dst_sport_ltm

7 dpkts 22 stcpb 37 ct_dst_src_ltm

8 sbytes 23 dtcpb 38 is_ftp_login

9 dbytes 24 dwin 39 ct_ftp_cmd

10 rate 25 tcprtt 40 ct_flw_http_mthd

11 sttl 26 synack 41 ct_src_ltm

12 dttl 27 ackdat 42 ct_srv_dst

13 sload 28 smean 43 is_sm_ips_ports

14 dload 29 dmean 44 attack_cat

15 sloss 30 trans_depth 45 label

Attack Label Frequency
Normal Normal 93000
Analysis Malicious 2677

Backdoor Malicious 2329
DoS Malicious 16353

Exploits Malicious 44525
Probing Malicious 23,389
Fuzzers Malicious 24246
Generic Malicious 58871

Reconnaissance Malicious 13987
Shellcode Malicious 1511

Worms Malicious 174
Table 4: Attack Classes in NSL-KDD Dataset.

Figure 2: UNSW_NB15 Frequency Attacks.
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Preparing dataset

To use different types of machine learning algorithms on these 
datasets, we use a common encoding technique [12] to turn the 
non-numerical features in each dataset into numerical features. 
This method is known as “Label Encoding,” and it turns non-nu-
merical data into machine-readable forms by replacing each value 
with a unique number starting at 0 [12]. In the dataset, named 
UNSW_NB15, the proto, service, and state are categorical features. 
Therefore, we must convert them to numerical features. After that, 
the dataset was split into two datasets: a training dataset to build 
the models and a testing dataset to assess the performance of these 
models. The size of each dataset is as follows: 0.10 of the whole 
dataset is for testing, and the remainder is a training dataset.

Machine learning algorithms

After the dataset is ready, it is put through seven machine learn-
ing algorithms that look for the above cybersecurity attacks. We 
used a hold-out technique to split the dataset into training and 
testing datasets with a test size of 0.1, which means that 0.9 of the 
whole dataset is a training dataset and 0.1 of the whole dataset is 
a testing dataset. The training dataset is used to build several ma-
chine learning models, while the testing dataset is used to assess 
the performance of these models.

Random forest algorithm (RF)

Random Forest is an ensemble-supervised learning method for 
regression and classification tasks in which a large number of deci-
sion trees are trained. For classification tasks, the prediction result 
is the class picked by the most trees. For regression tasks, the mean 
or average forecast of each tree is returned [13]. Decision trees 
have a tendency to overfit their training set, which is corrected by 
random decision forests. As a result, the Random Forest classifier 
is used to classify each cybersecurity dataset, which incorporates 
several attacks [14,15]. In our experiment, we used the random for-
est with classification type because the label is discrete, and the 
parameters of the RF that we used were as follows: n_estimators 
(number of decision trees) = 100, max_features = sqrt, max_depth 
= None, random_state = 42.

Decision tree algorithm (DT)

Decision Tree is a supervised machine learning algorithm that 
makes judgments based on a set of rules, similar to what people do 
[16]. Decision tree learning, also known as induction of decision 
trees, is one of the predictive modeling approaches used in three 
fields: data mining, statistics, and machine learning [17]. It goes 
from observations about a sample (represented in the branches) 
to inferences about the sample’s target value using a decision tree 
(represented in the leaves that are attack types) [18].

Classification trees are tree models with a discrete target vari-
able; in these tree structures, leaves represent class labels (types of 

attacks), and branches represent features in the dataset that lead 
to predicting the class labels [19,20]. Regression trees are decision 
trees with a continuous target variable (typically real numbers) 
[19]. Decision trees are one of the best-known machine learning 
algorithms due to their comprehensibility and simplicity. In our 
experiment, we used the decision tree with classification type be-
cause the label is discrete, and the parameters of the DT that we 
used are as follows: criterion = gini and random_state = 42.

Multilayer perceptron algorithm (MLP)

A multilayer perceptron (MLP) is a type of feedforward artificial 
neural network. In some contexts, the term MLP refers to networks 
made up of multiple layers of perceptrons (with threshold acti-
vation), whereas in others, it refers to any feedforward ANN. The 
term “vanilla” neural networks refers to multilayer perceptrons, 
particularly those having a single hidden layer [21]. An MLP has at 
least three node layers: an input layer, a hidden layer, and an output 
layer. Each node is a neuron with a nonlinear activation function, 
with the exception of the input nodes [21,22]. MLP employs back-
propagation as a supervised learning technique during training. 
The multiple layers and non-linear activation distinguish MLP from 
a linear perceptron. It can tell the difference between data that isn’t 
linearly separable [23].

In our experiment, we used the MLP with classification type be-
cause the label is discrete, and the parameters of the MLP that we 
used are as follows: activation = relu and random_state = 42.

eXtreme gradient boosting algorithm (XGBoost)

Extreme Gradient Boosting, abbreviated as XGBoost, is used 
for classification and regression tasks. The gradient-boosting al-
gorithm has been parallelized and carefully optimized [24]. The 
training time is greatly reduced by parallelizing the entire boosting 
procedure. We train hundreds of models on different subsets of the 
training dataset and then vote on the best-performing model [24], 
rather than creating the best model possible on the data (as in tra-
ditional approaches). In many cases, XGBoost outperforms classic 
gradient-boosting approaches [25]. The Python implementation 
gives you access to a slew of inner parameters that you may modify 
for better precision and accuracy [26].

The general purpose of this algorithm is to convert weak learn-
ers (decision trees) into strong learners, which means that the 
strong learner produces the final prediction label (the average of 
each prediction by week classifier) [26]. The XGBoost [24-26] has 
a number of significant features: 1) Parallelization: The model is 
designed to run simultaneously on several CPU cores. 2) Regular-
ization: XGBoost offers a variety of regularization penalties to pre-
vent overfitting. Regularizations with penalties result in successful 
training, allowing the model to generalize successfully. 3) Non-lin-
earity: XGBoost can recognize and learn from non-linear data pat-
terns. 4) Cross-validation is built-in and immediately available. 5) 
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Scalability: XGBoost can run in a distributed fashion, allowing you 
to manage huge volumes of data thanks to distributed servers and 
clusters like Hadoop and Spark. Many programming languages are 
supported, including C++, Java, Python, and Julia.

In our experiment, we used this algorithm with the classification 
type because the label is discrete, and the parameters of XGBoost 
that we used are as follows: colsample_bylevel = 1, learning_rate = 
0.1, gamma = 0, n_estimators = 100, and random_state = 42.

AdaBoost algorithm
The statistical classification meta-algorithm AdaBoost (short for 

“adaptive boosting”) is a statistical classification meta-algorithm. 
It can be combined with a variety of other learning algorithms to 
boost performance. Other learning algorithms’ output (from “weak 
learners’) is blended into a weighted total that represents the 
boosted classifier’s final output [27]. AdaBoost is adaptive in that 
it tweaks succeeding weak learners in favor of instances misclas-
sified by earlier classifiers. It may be less prone to the overfitting 
problem than other learning algorithms in some situations. Indi-
vidual learners may be poor, but as long as their performance is 
marginally better than random guessing, the final model will con-
verge to a powerful learner [28]. Although AdaBoost is most com-
monly used to combine weak base learners (such as decision 28), it 
has been demonstrated that it can also be used to combine strong 
base learners (such as deep decision trees), resulting in a more ac-
curate model [29].

Every learning algorithm has many different parameters and 
configurations to tweak before it reaches optimal performance on 
a dataset, and most of them fit some problem types better than oth-
ers. [27-29] they often say that AdaBoost is the best out-of-the-box 
classifier (with decision trees as weak learners). When combined 
with decision tree learning, data obtained at each stage of the Ada-
Boost algorithm on the relative ‘hardness’ of each training sample 
is fed into the tree-growing process, causing later trees to focus on 
more difficult-to-classify samples [29].

In our experiment, we used the AdaBoost with classification 
type because the label is discrete, and the parameters of GB that 
were used were as follows: algorithm = SAMME.R, learning_rate = 
1.0, n_estimators = 50 and random_state = 42.

Gradient boosting algorithm (GB)
Gradient boosting is a machine learning approach that can be 

used for regression and classification, among other things. It re-
turns a prediction model in the form of a group of weak predic-
tion models, which are decision trees [30]. Gradient boosting is a 
method for making one strong learner out of several weak learners 
(decision trees).In this instance, individual decision trees are poor 
learners [31]. Each tree in the sequence is related to the one before 
it, with each tree striving to correct the error of the one before it. 

Due to this sequential relationship, boosting algorithms are often 
slow to train yet incredibly exact. In statistical learning, models 
that learn slowly perform better [30,31]. The weak learners are fit-
ted in such a way that each new learner fits into the residuals of 
the previous stage as the model improves. The final model brings 
together the outcomes of each phase to produce a strong learner. 
A loss function is used to detect residuals. For example, in a re-
gression work, mean squared error (MSE) can be utilized, and in a 
classification task, logarithmic loss (log loss) can be employed. It’s 
worth noticing that when a new tree is added to the model, nothing 
changes. The added decision tree fits the current model’s residuals 
[30-32].

In our experiment, we used the GB with classification type be-
cause the label is discrete, and the parameters of the GB that we 
used are as follows: subsample= 1.0, learning_rate = 0.1, criterion= 
friedman_mse, n_estimators = 100, and random_state = 42.

Voting algorithm
A voting classifier is an ensemble machine learning model that 

learns from a group of models and predicts an output (class) based 
on the output’s highest chance of being the desired class [33]. It 
simply adds up the results of each classifier fed into the voting 
classifier and predicts the output class with the most votes [34]. 
We propose a single model that trains on numerous models and 
predicts output based on the cumulative majority of votes for each 
output class, rather than building separate specialized models and 
determining their performance. Two forms of voting are supported 
by the Voting Classifier [35,36]. 1) Hard voting: the projected out-
put class with the most votes, i.e., the one having the highest likeli-
hood of being predicted by each of the classifiers, is the one with 
the best chance of being predicted by each of the classifiers. 2) Soft 
voting: the output class is a forecast based on an average of the 
likelihood provided to that class.

In our experiment, we used voting with classification type be-
cause the label is discrete, and the parameters of voting that were 
used were as follows: estimators = DT, RF, and XGB, and voting type  
= hard.
 
Results and Discussion

This section shows the experimental results for each cyberse-
curity dataset in each machine learning algorithm based on four 
evaluation metrics. 
 
Evaluation metrics

There are a number of ways to evaluate the machine learning 
algorithms used, such as accuracy, precision, recall, and f1-score 
[37]. These metrics’ formulas are as follows: TP = true positives; 
TN = true negatives; FP = false positives; and FN = false negatives.
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Figure 3: Performance Results of Binary Classification.

Accuracy: is the most intuitive performance metric is the ratio 
of properly predicted samples to total samples, which is simply a 
ratio of correctly predicted samples to total samples.

  ----------- (1)

Precision: is the ratio of correctly predicted positive tweets to 
the total predicted positive samples.

  -------------- (2)

Recall: is the proportion of accurately anticipated positive sam-
ples to the total number of positive samples predicted.

 ------------- (3)

F1-score: is the weighted average of Precision and Recall.
 

 ---------------- (4)

In this dataset, we applied three experiments to detect several 
types of attacks: 1) Binary classification (normal and malicious at-
tack types). 2) Multiclass classification (malicious attack types). 
3) the enhancement experiment on the second experiment. These 
experiments are done to see if each algorithm is able to distinguish 
between the types of malicious attacks in the UNSW_NB15 dataset. 

Binary Classification experiment

In this experiment, machine learning algorithms are applied to 
detect if the sample in this dataset is normal or the result of a mali-
cious attack. As shown in Table 5 and Figure 3, the performance 
results for the machine learning algorithms used are based on four 
metrics: precision, accuracy, f1-score, and recall. The voting classi-
fier outperforms the others in terms of performance results com-
pared with the detection attack process. 

Table 5: Performance Results of Binary Classification.

Models Accuracy Precision Recall F1-score
DT 0.986184 0.990992 0.987386 0.989185
RF 0.984904 0.988175 0.988235 0.988205
GB 0.968372 0.974165 0.976469 0.975316

XGB 0.988901 0.995838 0.986779 0.991288
AdaBoost 0.962706 0.97066 0.971072 0.970866

MLP 0.970661 0.980338 0.973679 0.976998
Voting 0.989716 0.994453 0.989448 0.991944

Multiclass Classification experiment

In this experiment, machine learning algorithms are applied to 
detect the types of malicious code in this dataset: analysis, back-
doors, DoS, exploits, fuzzers, generics, reconnaissance, shellcode, 
and worms. As shown in Table 6 and Figure 4, the performance 
results for the machine learning algorithms used are based on four 
metrics: precision, accuracy, f1-score, and recall. The XGB algo-
rithm achieved better performance results in these metrics in the 
detection process compared with the others.

Table 6: Performance Results of Multiclass Classification.

Models Accuracy Precision Recall F1-score
DT 0.802222 0.623885 0.626894 0.625035
RF 0.820561 0.662426 0.612215 0.630347
GB 0.820197 0.773805 0.617132 0.65556

XGB 0.831977 0.805031 0.653065 0.688423
AdaBoost 0.574508 0.502255 0.400902 0.344738

MLP 0.800644 0.739343 0.484815 0.530402
Voting 0.823901 0.665136 0.649436 0.655904

Figure 4: Performance Results of Multiclass Classification  
with three Attacks.
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Figure 5: Performance Results of Multiclass Classification.

Enhancement experiment

To improve the results of the second experiment, we applied 
the machine learning algorithms to three types of attacks (generic, 
fuzzy, and exploit) because the models found it difficult to detect 
one of the nine attacks and the number of samples in deleted at-
tacks was small. Table 7 and Figure 5 show the performance results 
of these algorithms for three network attacks. It is still true that the 
XGB algorithm achieved better performance results in these met-
rics in the detection process compared with the others.

Table 7: Performance Results of Multiclass Classification with 
three Attacks.

Models Accuracy Precision Recall F1-score
DT 0.946181 0.933022 0.934954 0.933975
RF 0.958559 0.950125 0.948758 0.949297
GB 0.95613 0.95187 0.941505 0.945738

XGB 0.963886 0.959218 0.952679 0.955509
AdaBoost 0.941559 0.930602 0.924622 0.927133

MLP 0.949628 0.941601 0.934617 0.937439
Voting 0.961144 0.953394 0.951498 0.9523

Conclusion and Future Work
In this research paper, we made several machine learning algo-

rithms (Decision Tree, Random Forest, Gradient Boosting, XGBoost, 
AdaBoost, Multilayer Perceptron, and Voting) to find anomaly at-
tacks. We used a popular dataset to carry out our experiments, 
which is called the UNSW-NB15 dataset. Most of the time, there are 
four ways to judge how well these models work: accuracy, preci-
sion, recall, and f1-score.On this dataset, we used two experiments 
and an enchantment experiment to detect several forms of attack: 
1) Binary classification into two categories (normal and malicious 
attacks). 2) Multiclass classification into numerous categories (ma-
licious attack types). 3) The enchantment experiment in the second 

experiment (choose the three most frequent attacks in the dataset 
out of nine attacks). The goal of these tests is to see if each algo-
rithm can discriminate between the different forms of cybersecu-
rity attacks in the UNSW NB15 dataset. According to the results, 
the voting classifier performed the best in the first experiment. 
Furthermore, the XGB outperformed in the second and enchant-
ment experiments.

In future work, we will plan to apply other machine learning and 
deep learning algorithms to this dataset. In addition, we will also 
plan to apply the aforementioned machine learning algorithms to 
the other dataset to evaluate the performance of these algorithms.
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