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Abstract
   The health sector is one of the most important sectors in any society which also greatly influences economic growth. The adoption 
of technology in the health sector has contributed a lot of improvements and thus help automate some of the processes, saving time 
and manpower. Technological advancement in the health sector has led to the evolution of Mobile Health (mHealth) applications to 
ease some of the medical processes like diagnosis, education, treatment, monitoring etc. This study aims to focus on the usability of 
the mHealth applications based on the datasets scraped on the popular mobile application stores which are the App store (iOS) and 
Play store (Android) and what influences the usage of the mHealth applications. The datasets for this study were gathered through 
web scraping. Data cleaning, feature engineering, data visualization, data analysis and modelling were carried out on these datasets 
using Python programming language and its libraries. The result of this study shows that mHealth applications that are free to down-
load have higher performance and usability than paid applications. Likewise, applications that provide in-app purchases tend to have 
higher performance and usability than applications that do not provide in-app purchases. Also, predictive models were trained for 
predicting the performance of the mHealth application and the XGBoost classifier had the best performance based on accuracy and 
f1-score. To increase the usability of mHealth applications, it is recommended to promote in-app purchases in mHealth applications 
rather than asking users to pay to download without having a feel of the service(s) rendered by the applications. 
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Introduction
The importance of good health care for individuals in society 

cannot be over-emphasized. It is a necessity that society is produc-
tive and healthy and not a matter of choice. For countries with a 
large population, the population can be of great advantage to the 
country as well as liability based on what the country chooses to 
prioritize [1]. The improvement of healthcare is important not 
because it is one of the significant government expenses but be-
cause it will influence the economic growth of the country as well 
as improve the standard of living [2]. Technology has contributed 
immensely to the improvement of healthcare delivery. With no 
iota of doubt, the introduction of technology to the health sector 
is unavoidable for the health of individuals. These improvements 

include and are not limited to health care coordination, patient ed-
ucation and diagnosis. With technological advancement in today’s 
world, there are numerous cheap tiny/small mobile devices which 
outperform the expensive big computers of years ago in terms of 
performance and computational power [3]. mHealth is one of the 
technologies in the health sector that are rapidly growing which in-
volves mobile device usage in discovering and monitoring biologi-
cal changes in individuals [4]. mHealth technologies are now being 
adopted into the health sector, laying the groundwork for the effec-
tive transformation of medical research and services and how they 
are being practiced. Aside from the fact that mHealth applications 
enable individuals to find answers to the problems related to their 
health, they also help in getting access to health management, fit-
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ness and exercise, healthcare as well as other health-related servic-
es anywhere and anytime [5]. With the availability of devices with 
high computing power and advanced miniaturization, people are 
now increasingly able to personally track, monitor and continuous-
ly act on their health metrics in real-time [6]. This research aims 
to analyze mHealth application usage based on iOS and Android 
mobile application repositories (i.e. App store and Play store). The 
research questions for this research are:

•	 Do paid applications (on download) perform better than the 
free applications?

•	 Do applications with in-app purchases perform better than 
the applications without in-app purchases?

•	 Which classifier performs best in predicting mHealth appli-
cation performance?

[7] came up with a new and validated questionnaire for appli-
cation usability which is known as MAUQ (mHealth application 
usage Questionnaire) for evaluating mHealth applications. The 
questionnaire was designed by using a couple of already existing 
questionnaires that have been used in usability studies of mHealth 
applications, most importantly the well-validated questionnaires. 
They evaluated two different mHealth applications using MAUQ, 
along with the Post-Study System Usability Questionnaire (PSSUQ) 
and System Usability Scale (SUS) and 128 people responded to the 
questionnaires. The result shows that the new MAUQ possesses the 
validity and reliability necessary to evaluate mHealth application 
usability. [5] carried out a study on the factors that can influence 
users’ acceptability and the usage of mHealth applications to im-
prove the usage of the applications. They reviewed different lit-
eratures that are related to the mHealth application and the data 
source used was the Web of Science core database. The review of 
the influencing factors was performed from three different per-
spectives which include application design, society and individual. 
From the application design perspective, functionality, cost, secu-
rity and ease of use influence the usage of mHealth applications. 
The main motivations for individuals to use mHealth applications 
are e-health literacy and health awareness [5].

Materials and Methods
Data collection

mHealth application usage data was gathered from both App 
store and Play store websites through web scraping [8-11]. Web 
scraping is a technique that is commonly used in extracting data 

from the internet which can be saved in a file system or database 
for further processing or analysis [12]. Both the App store and Play 
store have specific categories for mHealth applications on their 
websites and these categories are medical and fitness categories. 
The web scraping was achieved using Selenium and eautifulSoup4 
python libraries. Selenium is an open-source program which runs 
on various operating systems such as macOS, Linux and Windows 
and it is capable of automating activities that can be on major web 
browsers like Google Chrome through its Web driver components 
[13]. BeautifulSoup4 is a parser library which is used in parsing 
XML and HTML contents [14]. Through web scraping, application 
usage information like average ratings, number of ratings, number 
of downloads, last updated date, first release date and price of ap-
plication are extracted. The mHealth applications were alphabeti-
cally (A-Z) scraped on the App store based on categories (Medical 
and Fitness) and are saved as CSV files. Likewise, the mHealth ap-
plications scraped on the Play store were based on countries and 
categories (Medical and Fitness) and are saved as CSV files. The 
data is scraped and saved into different files because it takes hours 
to scrape all the data and any internet connection issue while scrap-
ing will mean to start scraping over again. In total, 93915 unique 
mHealth applications data were extracted from the App store and 
1571 unique mHealth applications data were extracted from the 
Play store.

 Data pre-processing

The scraped data for each of the mobile application repositories 
(App store and Play store) are saved into different files. For proper 
analysis, it is necessary to merge the different App store application 
data into a single file and also merge all Play store application data 
into a single file. Without good training data, the performance of 
the classifier will be poor regardless of the classifier inducer used 
[15]. For the data scraped on the Play store, the age rating column 
was cleaned by removing the noisy text in the column and replac-
ing the null cells with None. The price column cells with null values 
were replaced with 0 and the currency symbol (£) was removed to 
ease visualization and modelling. The download count column was 
also cleaned by removing the whitespaces. In addition, the applica-
tion rating count values that were in thousands using symbol K and 
millions using symbol M are converted to numbers by multiplying 
by 1000 and 1000000 respectively. For the data scraped on the App 
store, the rating count was cleaned by also replacing values that 
were in thousands using symbol K and millions using symbol M 

17

Application of Data Science in Analysis of Different Usage of Mobile Health Applications

Citation: Tareq Al Jaber., et al. “Application of Data Science in Analysis of Different Usage of Mobile Health Applications". Acta Scientific Computer Sciences 
5.5 (2023): 16-25.



are converted to numbers by multiplying by 1000 and 1000000 re-
spectively. The cells in the In-App purchase column with null values 
are replaced with False and the cells in the Price column with null 
values are replaced with 0. Also, the currency symbol ($) in price 
values was removed to make the price column numeric.

 Feature engineering

Identifying and selecting the best features that would aid data 
modelling is important. With feature engineering, new features can 
be produced using transformation functions like arithmetic and ag-
gregate functions on features [16]. Feature engineering is separate-
ly done on each of the datasets gathered for android and ios appli-
cations because some of the features do not exist in both datasets.

A new categorical feature was added to the dataset which is 
the download cost. This new feature indicates if the download is 
free or paid. Continuous features like rating counts and prices are 
grouped based on their ranges as categorical variables. Another 
categorical variable was created to determine the application per-
formance based on the average rating range and rating count. The 
application performance is grouped into BAD (rating <2.50), FAIR 
(3.0 >= average rating < 3.5), GOOD (3.5 >= average rating < 4.0), 
VERY GOOD (4.0 >= average rating < 4.5) and EXCELLENT (average 
rating > 4.5).

However, some constraints were added for applications with 
high average ratings but very low rating counts. For instance, some 
applications are rated 5.0 with a rating count of less than 5. Appli-
cations like this do not necessarily perform well, hence there was 
a need to add some constraints. The following constraints were 
added:

•	 For applications with an average rating of 4.5 and above, if 
the rating count is less than 50, it is labelled as FAIR. If the 
count is greater than 49 and less than 100, it is labelled as 
GOOD. If the count is greater than 99 and less than 500, it is 
labelled as VERY GOOD. Otherwise, it is labelled as EXCEL-
LENT.

•	 For applications with an average rating from 4.0 to 4.49, if 
the rating count is less than 50, it is labelled as FAIR. If the 
count is greater than 49 and less than 100, it is labelled as 
GOOD. Otherwise, it is labelled as VERY GOOD.

•	 For applications with an average rating from 3.0 to 3.99, if 
the rating count is less than 50, it is labelled as FAIR. Other-
wise, it is labelled as GOOD. In addition, some new features 
including “is app version dependent”, “is app updated this 
year”, “is available in multiple countries”, “is English sup-
ported”, “is multiple languages supported”, etc. are created 
for analysis and prediction purposes.

Data analysis and visualization

The mHealth applications on both the App store and play store 
are categorized under Medical and Health and Fitness. Approxi-
mately 57% of the mHealth applications scraped on the Play store 
are for medical purposes and 43% are health and fitness appli-
cations. In contrast, the majority of the mHealth applications on 
the App store are health and fitness applications. Approximately 
65.54% of the mHealth applications are Health and Fitness apps 
while 34.46% are medical apps on the App store. This can be seen 
in figure 1. To visualize the data, this study uses the techniques and 
libraries from [17-19]. 

Approximately 53% of the mHealth applications scraped on 
the Play store have zero rating count. This means there is a high 
probability that no active user is using the applications that have 
zero rating count. Out of the 1,571 mHealth android applications, 
only 550 of the applications have up to a thousand rating counts. 
Some of the android mHealth applications have high number rating 
counts ranging from 10,000 to 5,000,000 ratings. A high number of 
rating counts is an indication that the application has a good num-
ber of active users. For instance, 11 of the android mHealth appli-
cations have between 1 million and 5 million ratings and one of the 
applications has over 5 million ratings.

In addition, approximately 53% (49886 out of 93915) of the 
iOS mHealth applications are not rated i.e. zero-rating count. This 
means there is a high probability that no active user is using the 
application since it was released. 1752 of the mHealth applications 
on the App store have rating counts of 1000 and above. Few of the 
applications have a relatively high number of ratings. For instance, 
72 applications have ratings ranging from 100,000 to 500,000, 11 
applications have ratings ranging from 500,000 to 1,000,000 rat-
ings and 3 of the applications have ratings over 1 million ratings. 
Figure 2 shows the percentage rating count distribution.
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Figure 1: Application counts based on application type (a) Play 
store: the majority of the mHealth applications are for medical 

purposes (b) App store: the majority of the mHealth applications 
in the App store are for fitness purposes.

Figure 3: mHealth apps average rating vs rating count 
 (a) Play store (b) App store.

Figure 2: mHealth application count. The count is based on the 
number of ratings in each store (a) Play store (b) App store.

The majority of the mHealth applications that have high rat-
ings tend to have a high average rating. The android mHealth ap-
plication with the highest number of ratings has a rating count of 
6,710,000 with an average rating of 4.9. Also, the iOS mHealth ap-
plication with the highest number of ratings has a rating count of 
1800000 with an average rating of 4.8. This can be seen in figure 3.

Furthermore, the mHealth applications with higher down-
load costs do not necessarily outperform others with low or no 
download costs. The most expensive (download cost of £109.99) 
mHealth application on the Play store is one of the applications 
with the worst performance i.e. average rating is less than 2.5. Like-
wise, the most expensive (download cost of $999.99) mHealth ap-
plication on the App store is one of the applications with the worst 
performance. The highest download cost of mHealth applications 
on both the Play store and App store with a good rating (i.e. rating 
from 3.0 to 5.0) is £64.99 and $299.99 respectively.

There are 10% of the mHealth applications on the Play store 
that are free to download and are also rated by a minimum of 
50,000 users while none of the android mHealth applications that 
require payment on download has up to 50,000 ratings. Also, there 
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are approximately 0.18% of the mHealth applications on the App 
store that are free to download and also have a rating count of over 
50,000 whereas none of the paid applications on the App store has 
up to 50,000 ratings. This analysis can be seen in figure 4.

Figure 4: mHealth applications performance vs download  
price (a) Play store (b) App store.

On both the Play store and App store, the worst performing 
(based on average ratings) applications have the highest download 
cost.

Approximately 39% of the mHealth applications on the Play 
store offer in-app purchase i.e. application users can pay for servic-
es directly through the application. The majority of the applications 
on the App store do not also offer in-app purchases. Approximately 
14% of the mHealth applications on the App store offer in-app pur-
chases. Figure 5 shows the statistics of the mHealth applications 
performance based on support for in-app purchases.

The majority (approximately 93.60%) of the mHealth appli-
cations on the App store support English Language and approxi-
mately 32% of the applications on the App store support multiple 
languages. Approximately 98% of the mHealth applications on the 

App store with average ratings ranging from 3.0 to 5.0 are English-
supported applications.

Feature selection

Feature selection is important before building a machine learn-
ing model. One of the important measures for the evaluation of the 
relationship between variables before building a machine-learn-
ing model is correlation. The features that do not correlate with 
the target variables should be removed from the dataset prior to 
model training [20]. Before generating a classification model, it is 
essential to check the correlation between the variables. Spearman 
correlation is a measure of a non-linear monotonic relationship 
between variables [21]. The categorical variables are converted to 
ordinal variables and spearman correlation was used to get the re-
lationship among the features. Figure 6 below shows the heatmap 
with the correlation value of the features of both android and ios 
mHealth datasets.

Figure 5: mHealth applications count based on performance  
and in-app purchase (a) Play store (b) App store.
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Figure 6: Correlation map shows the relationship between  
variables in the two different datasets, the Play store and App 

store.

For the Android dataset, the rating count variable has the high-
est correlation with the application performance grade with a posi-
tive p-value of 0.9. Also, the download counts have a high correla-
tion value of 0.58; in-app purchases and “is available in multiple 
countries” features have weak positive correlation p-values of 0.39 
and 0.37 respectively. In addition, based on the iOS dataset, the rat-
ing count variable also has the highest correlation with the applica-
tion performance grade with a positive p-value of 0.89. This means 
that the rating count is one of the features that can be considered 
in predicting the performance of mHealth applications. The num-
ber of versions and in-app purchases features have a weak posi-
tive correlation value of 0.32 and 0.29 respectively. Furthermore, 
SelectKBest is a good machine-learning technique to use in select-
ing features before training the model. With SelectKBest, k number 
of features can be selected for training the model based on their 
scores [22]. Figure 7 shows the SelectKBest scores based on both 
iOS and android datasets.

Classification models

The top 5 features among the features, selected through Select-
KBest, were used to generate different predictive models for both 
iOS and android datasets. Before training the models, each of the 
datasets was divided into training and test datasets. For the Play 
store dataset, 30% of the dataset was used as test data and 70% 
was used as training data while for the App store dataset, 25% was 
used as test data and 75% was used as training data. Different per-
centages of the data were used for testing because of the huge dif-
ference (in terms of row count) between the two different datasets. 
The Play store dataset does not contain as many records as the App 
store dataset. The training datasets are imbalanced and because 
of this, the training datasets were oversampled for both iOS and 
android mHealth datasets. SMOTE python oversampling library is 
used to oversample the training datasets. 

Figure 7: SelectKBest on mHealth application data 
 features a: Play store b: App store.
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Predictive classification models were generated to predict the 
performance grade of the application. As stated earlier, the applica-
tion performance was grouped into BAD, FAIR, GOOD, VERY GOOD 
and EXCELLENT. Predictive models are created and compared us-
ing four different supervised learning algorithms. 

One of the classifiers used is Naive Bayes which is an inductive 
algorithm used in data mining and machine learning which works 
based on the assumption that features are independent [23]. Ran-
dom Forest was also considered to be one of the ensemble algo-
rithms that use decision trees. The decision tree aims to produce 
a model capable of predicting dependent variable value through 
the means of simple decision rules deduced through the features 
of the dataset [15]. Random Forest makes use of multiple decision 
trees on different dataset sub-samples and uses averaging to re-
duce overfitting and increase the classifier accuracy [15]. Among 
the classifiers considered is logistic regression which predicts the 
probability of categorical target variables with the assumption that 
the controlled variables are independent [24]. In addition, XGBoost 
was used as one of the gradient-boosting frameworks. Using mul-
tiple tree models in building a more robust learning model, the XG-
Boost is capable of performing parallel computing which in turn 
speeds up computation [25].

In addition, with respect to the iOS dataset, the rating count 
also has the highest correlation with the application performance 
grade with a positive p-value of 0.89. The number of versions and 
in-app purchase features have a weak positive correlation value of 
0.32 and 0.29 respectively as shown in figure 6.  The top 5 features 
based on selectKBest scores were used in building predictive mod-
els (one for android performance prediction and the other for iOS 
performance prediction).

Result

The analysis done on the datasets has shown that cost is a vital 
determining factor in the usability of the mHealth applications. Not 
only that people prefer to use mHealth applications that are free 
to download but the majority of the mHealth applications that re-
quires payment on download have bad rating and users do not find 
them useful. Based on applications that require payment on down-
load, the average download price of the applications on the App 
store is approximately $10.25 and £10.04 on the Play store.  Figure 
8 shows the download price distribution of the mHealth applica-
tions on both the Play store and App store based on performance.

Figure 8: MHealth apps download price distribution. The boxplot 
shows the distribution of mHealth application prices a: Play store 

b: App store.

The evaluation metric used for the classifiers is the f1-score 
because the dataset was oversampled due to the imbalance before 
training the model. Among the four different classifiers, XGBoost 
had the best performance on both datasets based on the f1-score. 
The XGBoost classifier attained an f1-score of 0.90 on the App store 
dataset and 0.58 on the Play store dataset. 

Tables 1 and 2 below represent the classification report of the 
XGBoost classifier on both android and iOS mHealth datasets. 
Based on table 1, the android mHealth application performance 
prediction model (XGBoost) has a f1-score with a weighted average 
of 0.78. The model has the highest precision and f1-score on class 
BAD prediction with values of 1.0 and 0.96 respectively. In addition, 
the prediction on the class label VERY GOOD has the least f1-score 
with a value of 0.42.

Based on Table 2, the iOS mHealth prediction model (XGBoost) 
has a f1 score with a weighted average of 0.93. The model has a 
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Precision Precision F1-Score
BAD

FAIR

GOOD

VERY GOOD

EXCELLENT

1.00

0.31

0.44

0.58

0.59

0.93

0.75

0.62

0.32

0.64

0.96

0.44

0.52

0.42

0.64
Accuracy

Macro avg

Weighted avg

-

0.58

0.80

-

0.67

0.77

0.77

0.6

0.78

Table 1: XGBoost model classification report (Android dataset).

Precision Precision F1-Score
BAD

FAIR

GOOD

VERY GOOD

EXCELLENT

1.00

1.00

1.00

1.00

1.00

0.90

0.90

0.90

0.90

0.90

0.95

0.95

0.95

0.95

0.95
Accuracy

Macro avg

Weighted avg

-

0.88

0.94

-

0.92

0.93

0.93

0.9

0.93

Table 2: XGBoost model classification report (iOS dataset).

perfect precision (i.e. 1.0) on the BAD class prediction and the class 
label VERY GOOD has the least precision and f1-score of 0.80 and 
0.85 respectively.

In addition, the analysis shows that applications that provide in-
app purchases perform better than the mHealth applications that 
do not provide in-app purchases based on the average ratings.

Discussion

This study critically analyzed the datasets and the three re-
search questions were addressed. Below are the findings based on 
the research questions.

Q1: Do paid applications (on download) perform better than the 
free applications?

No. The download cost of the mHealth applications on both the 
Play store and App store does not positively influence the perfor-
mance of the application. Approximately 85% of the applications 
that have average ratings between 4.0 and 5.0 are free to download 
on the Play store and also approximately 93% of the mHealth ap-
plications on the App store with average ratings between 4.0 and 
5.0 are free to download.

Q2: Do applications with in-app purchases perform better than 
the applications without in-app purchases?

Yes. Approximately 67% of the mHealth applications on the Play 
store with ratings between 4.0 and 5.0 provide in-app purchases 
and approximately 55% of the mHealth applications on the App 
store with ratings ranging from 4.0 to 5.0 provide in-app purchases.

Q3: Which classifier performs best in predicting mHealth appli-
cation performance?

Among the five different machine learning classifiers trained 
to predict mHealth application performance, the XGBoost had the 
best performance in terms of the f1-score. The XGBoost classifier 
attained an f1-score with a weighted average of 0.79 on android 
datasets and an f1-score of 0.93 on ios datasets.

In addition, approximately 93.60% of the mHealth applications 
on the App store support the English language and approximately 
31.55% of mHealth applications on the App store support multiple 
languages.

MHealth applications are categorized based on countries on the 
Play store and some of the applications are available in more than 
one country. Approximately 36.41% of the mHealth applications on 
the Play store are available in multiple countries.

[5] focused on factors that determine the user’s acceptability 
of the mHealth application and the major factors based on their 
study are cost, security and ease of use of the application. Similarly, 
this study shows that none of the mHealth applications that require 
payment on both the App store and Play store is rated by up to 
50,000 users but there are free mHealth applications that are rated 
by more than 50,000 users to 5,000,000 users. This means that the 
cost of the application also plays a major role in the usability of the 
mHealth applications. Hence, the cost of mHealth applications is a 
very vital factor that influences the adaptation of mHealth applica-
tions.
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search which only analyzed mHealth applications performance on 
App store and Play store independently.

Conclusions
There are lots of applications that are not updated regularly and 

also have bad ratings on the App store. The release of mHealth ap-
plications should be regulated and reviewed by a central body to 
avoid misleading apps that can cause more harm to their users. The 
analysis shows that very few of the applications that require pay-
ment before download do not perform well and very few of them 
have high rating counts. This indicates that the download price of 
mHealth applications does not positively influence the performance 
of the applications and this can discourage users from download-
ing the applications. The applications that provide in-app purchas-
es tend to perform better than the mHealth applications that do not 
offer in-app purchases, especially for mHealth applications in the 
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