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Abstract
With an ageing society becoming a major issue for many countries, health-related concerns are growing and mobile health 

applications (MHAs) are rapidly gaining users. The applications available range from those that promote exercise to maintain health, 
those that help to manage physical condition by recording weight and activity, and those that allow users to consult doctors and 
pharmacists. On the other hand, there are still many mobile users who do not use MHAs. In this case study from Japan, the range 
of diverse MHAs were classified into five categories by K-means clustering analysis and the results of a questionnaire on the use of 
MHAs were analyzed using a scientific approach to find out which types of users mainly use these applications. Based on the results 
of this analysis, a classifier was created using a Random Forest algorithm to extract MHAs that meet the needs of users based on their 
attributes and thoughts. With this Random Forest classification model, this paper recommends appropriate models for potential 
users who are not yet using MHAs.

Keywords: MHA (Mobile Health Application); m-Health; K-means; Clustering; Random Forest

Abbreviations

MHA: Mobile Health Application

Introduction 

Context

In Japan, the ageing population is a major issue with a declining 
birth-rate and in three years’ time, the number of people aged 
65 and over is expected to reach 30% of the population, leaving 
a gap of around 10 years between average life expectancy and 
healthy life expectancy [1]. In order to close this 10-year gap, it 
is imperative to increase healthy life expectancy and enable older 
people to live independently. Meanwhile, smartphone ownership 
now exceeds 50% even among older people in their seventies 
[2]. This high ownership rate suggests that MHA could promote 
health at all ages and contribute to longer healthy life expectancy. 
Furthermore, MHAs have evolved rapidly in recent years, with the 

creation of significant applications for maintaining, promoting, 
and improving health with a variety of functions, exceeding 50,000 
apps [3]. However, there are many dormant users and non-users. 
This is thought to have led to a mismatch of MHAs and uncertainty 
about which MHAs should be used. In order to solve this, this paper 
explains how MHAs were classified using a scientific approach 
based on the characteristics of the apps actually used, and details 
a classification model created to understand the characteristics of 
the user personas and propose applications that match the users’ 
situation. Based on this analysis, we propose the types of apps 
for users who do not currently use MHAs, which could make a 
significant contribution to extending healthy life expectancy.

Previous work

Previous research has been conducted on the use of MHAs. In 
a survey conducted with health university students to identify 
barriers to MHA use, the purpose of MHA use was analyzed [4]. 
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The study concluded that students were targeted and there were 
no differences in use by gender. However, it is thought that there 
may be differences when targeting Japan, which ranks 116th out 
of 146 countries in the global gender gap ranking [5]. A survey of 
MHAs among older people reported that one in ten said they used 
them to share health information with healthcare professionals 
[6]. The study shows that older users want to communicate with 
doctors and other experts when using MHAs. This is a unique use 
by a generation that often has health problems. This may therefore 
affect the usage depending on how they engage with MHAs. While 
there were no gender differences in the studies, another study 
found women tended to focus on the app’s objectives, while men 
focused on the specific goals and features that the app offered [7]. 
The above previous studies have helped to understand that the 
evaluation of MHAs, or the purpose of the mobile health application, 
differs depending on gender, age and other factors. However, these 
studies were conducted using MHAs selected by the researchers. 
No analysis was conducted based on applications answered by 
users already using MHAs.

Aims of this Research

•	 Define the characteristics of the different types of MHAs, 
which are becoming increasingly large and diverse.

•	 Identify key user characteristics of classified MHAs

•	 Based on the characteristics of the identified user personas, 
create a Classification model to propose to users who are not 
yet MHA users.

Materials and Methods

Methodology

In this study, data collection was conducted using a web-based 
questionnaire form called Surveroid from Marketing Applications, 
Inc [8]. The questionnaire asked basic user information and 
questions about the use of MHAs. Details are provided in the 
Appendices. Responded data was split into MHA and user 
information.

MHA analysis

For the MHA analysis, we first created a unique dataset on 
the applications used by users. This dataset was created by 
examining category information from the App Store and extracting 
the availability of features from the application’s landing page. 

In addition, the source of the applications was researched. 
Furthermore, as the question on the names of MHA was asked in 
an open-ended format, 40 responses with abbreviations or aliases 
were seen. These have been corrected to the correct notation.

Application layers

Layer 1: The first layer was the default application, which can 
be used without users having to consciously install it in “Health” on 
iOS and “Google Fit” on Android.

Layer 2: This layer was assumed to be applications distributed 
by manufacturers that sell wearable devices, such as Garmin 
Connect and Fit Bit. These were created to be used alongside 
wearable devices.

Layer 3: The third layer is applications other than Layer 1 and 
Layer 2, which need to be deliberately selected and installed by the 
user.

Nine functions of apps from landing pages

• AI

• Doctors/Experts

• Food analysis

• Gamification

• Fitness

• Sleep

• Financial merits

• Medication management

• Female menstrual cycle records.

Based on the aspects of these applications, a clustering analysis 
was used to classify them into different types of applications. The 
K-means method was employed in this study for the following 
reasons. K-means clustering has been used since the algorithm 
was proposed by Stuart Lloyd in 1957 and first called “K-means” 
by MacQueen [9]. It is still a popular clustering algorithm. The 
K-means function of “scikit learn”, a library commonly used by data 
scientists, also still uses algorithms from a method proposed in 
1957 [10]. As an efficient model, a further improved algorithm has 
been proposed by Hartigan [11], which pointed out that Lloyd was 
computationally expensive and that the quality of the clustering 
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results was highly dependent on the choice of initial centroid 
[12]. However, the amount of data in the current dataset is small 
and computational cost is therefore not an issue. Furthermore, 
the expected clustering classification values are also small, and 
the initial values calculated by the elbow method can be visually 
checked, so problems caused by initial value dependence can be 
avoided.

User analysis

For the analysis of users, we analyzed gender, age, employment 
status, geographical distribution, main purpose of use, overall 
satisfaction with the MHA being used, billing status and willingness 
to recommend it to others in order to extract the characteristics 
of users for each cluster. In addition, the relationship between 
the number of functions an MHA has and the level of satisfaction 
per cluster group was analyzed, as well as the quality of content, 
performance, credibility, confidentiality, entertainment value, 
visual appeal, ease of use, and ease of navigation of functions as a 
detailed satisfaction survey of MHAs.

Classification model

A classification model was created for the application cluster 
group, using the user characteristics of each cluster as input values. 
Random Forest [13] was used to create the model. It is said to be 
high performance compared to classic models such Support Vector 
Machine (SVM) [14] and logistic regression models [15]. In using 
machine learning models in this study, there was a large variation 
in the amount of data for each target MHA cluster, and the data set 
itself was unbalanced with a small number of samples. Unbalanced 
datasets have an impact on the quality of machine learning. The 
small number of data categories was therefore solved with the 
Synthetic Minority Over-sampling Technique (SMOTE) [16], 
which has proven to perform better than Random Over-sampling 
(ROS) [17]. To validate the model, project members were asked 
to complete a questionnaire on factors affecting the predictions. 
At the end of the questionnaire, they were asked to select which 
applications they actually use and, if not, which they would like to 
use.

Result and Discussion

Result

This survey is based on the results of a questionnaire conducted 
via a webpage among 841 randomly selected men and women 

aged 18 years and older. The results showed that 74.44% (626 
respondents) stated that they were using an installed MHA, while 
215 respondents stated that they did not have an installed MHA. 
Of the 626 respondents, 300 were male and 326 were female. As 
shown in Figure 1, the proportion of non-users is relatively low 
among younger generations, both men and women.

Figure 1: Usage of MHA by gender and age band.

MHA analysis

The MHA App Store categories used by users included 49 
“Health and Fitness” and four “Medical” categories, as well as 
various other categories, as table 1 shows. Although this is not the 
main intention of the distributors, it shows that there are a number 
of applications available to improve health. However, in order to 
focus solely on MHAs, the survey was limited to “Health and 
fitness” and “Medical” applications. In addition, in surveying the 
applications, the applications were categorized into three layers.

App Store Category Layer Provider
Category n Layer n Type n
Health and fitness 49 Layer 

1
2 Health-tech 11

Medical 4 Layer 
2

12 Non-health-
tech

63

Lifestyle 7 Layer 
3

60
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Navigation 2
Photo and video 2
Food and drink 1
Social networking 1
Books 1
News 1
Weather 1
Utility 1
Education 1
Game 1
No Category 2

 Table 1: Breakdown of MHAs.

The heatmap in figure 2 shows the results of examining the 
correlation between these features. As seen in this heatmap, there 
was a relatively large association between “AI” and “Food Analysis”, 
“Games” and “Fitness”, “Points” and “Fitness”, “Fitness” and 
“Games”, “Menstrual Cycle Record” and “Food Analysis”, “Menstrual 
Cycle Record” and “Medicine Management”. From this it can be 
inferred that the applications tend to combine several functions. 
The applications with the most functions had six of the above 
functions. The most common application had three functions, 
followed by applications with none of the functions. The median 
was 2 functions.

Figure 2: Correlation of 9 functions.

In addition, the study investigated whether the application was 
delivered by a health tech company, which has seen impressive 
growth in recent years [18]. 13 apps in this survey were created 

by health tech companies. The applications were analysed using a 
clustering method based on the above application information. The 
results are as follows of figure 3.

Figure 3: App clustering by K-means.

The elbow method showed that the applications could be 
classified into four clusters. Therefore, clusters were created 
using the k-means method and drawn as two-dimensional using 
t-Distributed Stochastic Neighbor Embedding (T-SNE), which 
is good at preserving the feature structure of local data when 
converting high-dimensional data to low-dimensional data, 
and the four clusters could also be visually identified [19]. It is 
said that T-SNE provides a better visualization of clusters than 
Principal Component Analysis (PCA) [20]. Then, by examining 
the applications in detail, the following four application type 
characteristics could be extracted:

•	 Cluster 0: This cluster did not have many functions but 
was an application that focused on monitoring changes in 
a woman’s physical condition, such as recording menstrual 
cycle, diet and sleep.

•	 Cluster 1: The group of applications in this cluster had 
a relatively high number of functions, were games and 
fitness-oriented, and focused on non-health benefits, mainly 
enjoying health-related activities rather than improving 
serious health conditions.

•	 Cluster 2: For cluster 2, the default applications for Health, 
Google fit and for use with Layer 2 devices were classified. 
This is the base group of applications for activity recording.
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•	 Cluster 3: The applications classified here were highly 
functional applications created by health tech companies, 
using AI and other technologies.

Although the classification of applications by the K-means 
clustering method allowed for four categories of applications, a 
study of the purpose of use of users for each cluster showed that 
there were two types of characteristics within Cluster 2. It was 
found that users of Health and Google Fit, which are pre-installed 
with the OS, have a large number of users who answered “Other” 
as their purpose of use, whereas the overwhelming majority of 
Layer 2 users’ purpose of use is “Monitoring”. Due to the different 
user personas, it was decided to survey users of five different 
applications in Cluster 2, with Health and Google Fit as Cluster 4.

MHA user analysis

Next, the number of MHAs and users of the five types of 
applications classified above were then shown in table 2 below.

Cluster Number of apps Number of users
0 15 35
1 16 86
2 11 19
3 5 45
4 2 356

Table 2: Number of MHAs and the users each cluster.

Gender and age band

The graph in figure 4 shows the percentage of each cluster 
by gender and age group. Although most respondents use pre-
installed models, a slightly higher proportion of women use apps 
that are not pre-installed, indicating that they are more particular 
about their choice of apps. Women are relatively more likely to use 
Cluster 0, perhaps because they are more concerned about changes 
in their health status when they are younger. However, from middle 
age onwards, use of high-performance apps and fitness and gaming 
apps increases. Cluster 2 of device use was also higher than among 
women.

User satisfaction

The next part of the survey is in terms of application satisfaction 
by users in each cluster. Only in cluster 3, the high-performance 

Figure 4: Comparison of users each app cluster by age band and 
gender.

application tier created by health tech companies, nearly 40% of 
users said that they already pay for the application or that they use 
the free version but would use it even if the application was paid for. 
Overall satisfaction was low in all clusters, with a low percentage of 
“Very Good” or “Good” responses, especially in Cluster 4, where less 
than 20% of respondents answered, “Very Good” or “Good”. Cluster 
2 has a low overall satisfaction level, but a very large proportion of 
respondents would recommend it to others.

Figure 5: Comparison of user satisfactions in each app cluster.

Further investigation into the details of satisfaction by cluster 
revealed that Cluster 3 users were highly satisfied in all areas. 
Whereas, Cluster 4, the pre-installed software, tended to be rated 
lower overall.

In addition, high-performance applications have a relatively high 
number of functions. We checked what happens to the evaluation 
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Figure 6: Detailed evaluation of aspects of MHA by clusters.

of the application as the number of functions increases. In cluster 3, 
the overall evaluation was not that high, indicating that the number 
of functions is not directly related to the level of satisfaction.

Figure 7: Impact of number of functions to user satisfaction by App cluster.
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Employment status

Next, analysis of whether there are differences in the choice 
of MHA type by employment status shows a higher proportion of 
permanent employees in the Cluster 2 group. In the current survey, 
the proportion of full-time employees was almost twice as high, 
with 92 women compared to 183 men. It can be assumed that 
this group of full-time employees with higher incomes are more 
likely to use wearable devices as they have to purchase the devices, 
which are generally not inexpensive. Conversely, cluster 1, the 
gaming and fitness cluster, had the lowest usage rate among full-
time employees. Cluster 1 has a high utilisation rate among part-
timers and housewives. Time availability and financial incentives 
for health-related activities may be motivating factors.

Use of purposes

An analysis of the purpose of use showed that the most common 
cluster 2 need for wearable devices was “Monitoring”. They are 
trying to observe more detailed activity and sleep records through 
the device and to monitor their health in detail. The pre-installed 
model group in Cluster 4 had a large number of respondents who 
stated “Other” as their main purpose, while the other purposes 
were sparse, suggesting that their main purpose was not clear. In 
the cluster 3 group, the most common purposes were “Diagnosis” 
and “Education”, and some respondents also answered “Treatment”, 
indicating that they expect serious improvement or betterment of 
their health rather than enjoyment.

Geographical distribution of clusters

Cluster 4 had a high number of respondents with pre-installed 
software, indicating that it is used nationally. On the other hand, 
for Cluster 2, it is shown to be concentrated in urban areas with 
relatively large populations.

Figure 8: Geographical distribution of clusters.

Cluster group main user definitions

From the results of the above analysis, the following 
characteristics of each cluster group can be concluded. 

•	 Cluster 0 users: Women who are relatively young, or 
middle-aged men, who have minor concerns about their health and 
would rather not spend money on their health care. They believe 
that they would be more satisfied with mobile applications if the 
functions that each of them focusses on were available.

•	 Cluster 1 users: In addition to young people, many have low 
incomes, such as part-timers and housewives. This is a group 
of people who enjoy fitness and the other financial benefits 
it offers, as well as incorporating health-related gaming into 
their lives. Therefore, it can be considered that they do not 
have any serious health concerns.

•	 Cluster 2 users: Most men are middle-aged, married and 
have children. They also have full-time jobs, tend to live in 
urban areas and are considered relatively well-off. They 
have a high level of non-entertainment satisfaction with 
their applications and are willing to recommend them to 
others. They are more concerned about their own health and 
activity status and are in the minority overall.

•	 Cluster 3 users: This group is also clear about the purpose 
of using MHAs and is willing to implement health initiatives 
at a cost and is the most health-conscious compared to the 
other groups. In addition, nuclear family households are 
married but have no children.

•	 Cluster 4 users: This group is the largest majority. They are 
ambiguous about the purpose of their use, have low levels 
of satisfaction and do not want to spend much money. This 
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suggests that they have just started working on their health 
or are somewhat interested in health but do not know what 
to do.

Classification model

A classifier was created to suggest applications matched to users 
in a random forest. Although the number of data was small and 
the data was unbalanced with a lot of variation in each objective 
variable, by using SMOTE, the Accuracy, average of Precision and 
Recall went up to 86%. Cluster 2 and cluster 4 had the highest 
Precision, marking 89%. Cluster 3 had the highest Recall of 95%. 
Details are given in the table below. We also compared the results 
with SVM, SV Linear and Naive Bayes in practice, and Random 
Forest was still the best model.

Random 
Forest SVM Linear 

SV
Naïve 
Bayes

Accuracy 0.86 0.72 0.63 0.38
Average Precision 0.86 0.72 0.62 0.4
Average Recall 0.86 0.71 0.62 0.38

Table 3: Performance score report of Random Forest.

To test this pilot model, seven project members were asked 
to complete a questionnaire focusing only on the items that were 
explanatory variables. The proposed application by Random 
Forest was then compared with the actual application used or the 
application they wanted to use. Unfortunately, the results were 
43% accuracy, 58% average precision and 44% average recall.

Discussion

The analysis revealed user characteristics corresponding to 
objectives 1 and 2, the types of MHAs. Some studies have examined 
differences in the evaluation of application features based on 
user characteristics [21], but this focuses on features and does 
not examine application’s functions’ correlation. As the results 
of this study show, there is a correlation between the features 
that MHAs have, and the balance between them is the source of 
the classification of the application by K-means clustering. Some 
studies have investigated how much awareness there is of the 
existence of MHAs and why they are not being used [22]. In cases 
where the existence of such a wide variety of applications is not 
known, the ability to propose MHAs, such as this classifier, can be 
an opportunity to learn about their existence and generate interest.

Conclusion

From this study, a detailed application survey based on user 
responses revealed that MHAs can be categorised into five types, 
and for each group of applications, different user personas were 
detected. Validation with a Random Forest classifier using the 
characteristics of those personas and explanatory variables 
allowed an accuracy of over 85%. It is possible to suggest 
appropriate applications for potential users and dormant users 
due to application mismatches. It can contribute to raising the 
age of health by encouraging people who are not yet interested in 
and engaged in health-related activities to use the system. Whilst 
the data of the case study was based in Japan, it is relevant to 
other nations. Limitations of this work include the sample size 
of this survey, which was relatively small and not necessarily 
representative of the whole of Japan. In addition, the questionnaire 
used in this research was designed not only for this study but also 
for several similar projects so was not a strong fit to the specific 
research focus of this study. Future work would be a larger survey 
using a more bespoke questionnaire. A further limitation is that 
the MHAs analyzed have not been verified whether they are of 
the quality expected by users. Therefore, future research should 
also consider the quality of applications belonging to the clusters 
using indicators to measure expected effectiveness values using 
the proposed mHealth education-specific evaluation framework 
[23,24].
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