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Abstract
There are tons and tons of raw data available on the Internet, hence, the purpose of this study is to explore the need for text mining 

with the terminology. This paper details the study of text mining with its application areas and its terminology critiques its working 
with Natural Language Processing (NLP).
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Abbreviations

TM: Text Mining; AI: Artificial Intelligence; NLP: Natural Language 
Processing; HL: Human Language; MIS: Management Information 
System

Introduction

Text mining is a relatively young concept in the data mining 
industry for information retrieval. The ability to extract relevant 
information from natural language text is known as text mining 
[1]. Text analytics is another name for text mining. Text mining is 
thought to be a very promising field. Knowledge can be obtained 
from a variety of sources. 

A type of text mining is data mining. For example, data is or-
ganized or disorganized. The term “structured” refers to how the 
data is laid out in rows and columns. Structured data is best rep-
resented by a calendar. Data that is structured is simple, verifiable, 
and simple to comprehend. Unstructured data, as well as semi-
structured data, is available in a variety of forms and formats. The 
retrieving of unstructured information is more challenging and 
requires intuition.

Unstructured text, which is widely accessible, is thought to ac-
count for around 80% of all text [2]. Handling massive amounts of 
unstructured text from sources such as email, full-text documents, 
HTML files, and other sources is a time-consuming and costly pro-
cedure [3,30].

The value of data in business analysis cannot be overstated. It 
offers value to the success of the company. Text mining entails not 
just the extraction of information from any unstructured source, 
but also the use of Natural Language methods [27]. It incorporates 
retrieving information as well as a pre-process of verifying the for-
mat of text to identify the data as quantitative or qualitative [4]. 
The analysis phase is completed after the text has been successfully 
done, with repeated text in the dataset being trimmed down [5]. 
The last stage of text mining is known as Knowledge or Manage-
ment Information Systems (MIS). 

Text mining involves the following process.

•	 Collection of data 

•	 Extracting of information

•	 Preprocessing of format
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•	 Analysis phase key

•	 Final results outcome in form or MIS 

Text mining process

•	 Speech Recognition: Exercising Recognition Alexa and 
Google Assistant are two of the most popular virtual assis-
tants on the market today.

•	 Machine translation: Google Translator is the most famous 
example of machine translation [15,18].

•	 Spell Check: The spell is examined, and the findings are ob-
tained afterward.

•	 Keyword search: After removing any unnecessary terms, 
the keyword is used to search.

•	 Information extraction: The right data is need to be ex-
tracted [25].

•	 Advertisement Matching: The recommendation of ads 
based on search history is projected [17].

Terminologies used in text mining

•	 Text cleanup—removes hyperlinks, special characters, and ad-
vertisements from websites, as well as figures and formulae 
from websites and documents [19].

•	 Tokenization: Tokenization is the act of breaking down un-
structured data into tokens such as words, phrases, keywords, 
and other pieces [15].

•	 Stemming: This is a method of reducing words to their sim-
plest form. For example, stemming is frequently used to de-
note “doing”, “done”, and “do.” Remove all stop words from the 
manuscript [16], including nouns, verbs, adjectives, pronouns, 
singular nouns, plural nouns, and other parts of speech.

•	 N-grams might be used in tokenization. It is necessary to 
create n-grams to understand the information. For example, 
“good” may be a positive attitude, while “not” is not, but when 
“not good” are combined, it becomes a negative feeling [21].

Working on text mining

From the perspective of A REAL-TIME REVIEW, “It’s a good 
phone for the price, but it doesn’t charge quickly, even with the 
15w plug.”

•	 A two-word combination is referred to as a bi-gram. For ex-
ample, “good phone” denotes a good phone, but “not charg-
ing” denotes a sluggish charging device. As a consequence, 
this may be used to compare the phone and the battery, with 
the former being characterized by its capabilities and the lat-
ter by its features [20,24].

Figure 1

To search for something in a search engine, we must first enter a 
keyword, such as “Devotion,” and the retrieved output will be con-
tent connected to the word “Devotion”. Now we must decide which 
document is the most relevant to our search. It has been observed 
that a keyword search is not always sufficient when findings are 
speculative as there will be a larger result, therefore the search has 
to be reduced, but caution must be exercised as this can result in 
the loss of valuable data [5,28]. It may also make it impractical to 
analyze every document because each document describing “Devo-
tion” may yield different conclusions and information, necessitat-
ing the use of text mining [6,26].

Natural language processing

Natural Language Processing (NLP) is an area of computer sci-
ence and artificial intelligence concerned with Human Language 
(HL) [9,29]. it’s a known fact that a computer can only read and 
write 0s and 1s. Text mining includes NLP, which is a part of it [7].

Areas of natural language processing

To the best understanding of the difference between Text min-
ing and NLP. It can be readily observed that text mining is the pro-
cess to carry the data while NLP is the method to do the processing 
[8,10]. The following are the different areas where NLP is imple-
mented in form of applications.

•	 Sentiment Analysis: (also known as opinion mining or 
emotion AI) is a type of artificial intelligence that analyses 
people’s feelings. It’s an NLP technique for detecting emo-
tions in the text [11,12,14].

•	 Chatbot: A chatbot is a piece of software that mimics human 
communication [13].

23

Basic Protocol to Conduct an NLP Based Study

Citation: Santhosh Priya and R Kalaiarasi. “Basic Protocol to Conduct an NLP Based Study". Acta Scientific Computer Sciences 4.4 (2022): 22-25.



•	 A three-word combination is referred to as a tri-gram [22,23]. 
For example, “excellent phone pricing” denotes a reasonable 
and worthwhile price, but “not charging quickly” denotes a 
sluggish charging phone. You’ll receive incorrect results if 
you try to analyze them without using the n-gram. It’s point-
less to analyze data like “good” “phone” “not” “quick” “charg-
ing” “price” individually.

Conclusion

It is a known fact that industries depend on technology for their 
business development. Hence equivalent importance should be 
provided to utilize the right way of data, to have an easy way of 
using the right data for the right purpose with the use of the right 
technology. Considering the growth, in the trending field of NLP, 
more research on the effective way in mining the right data for the 
required purpose should be processed as the mining processes in-
volves various terminology specifically under human supervision. 
The paper concludes with a study that research should be under-
taken in the text mining process which should involve less human 
supervision.
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