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Abstract
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    Climate change remains one of the most urgent challenges facing the global community. As scientific research in this domain grows 
exponentially, analyzing large volumes of research papers, reports, and articles becomes crucial for identifying emerging trends, 
key discourse, and underlying patterns in the climate change field. This paper explores the application of text-mining techniques to 
systematically analyze and categorize the discourse surrounding climate change, leveraging computational approaches to identify 
trends, topics, and evolving themes from papers. Through web scraping and the extraction of 1000 paper titles from Google Scholar, 
spanning from 1980 to 2024, we employ a series of text mining methodologies including tokenization, lemmatization, and topic mod-
eling to derive insights into the global research focus on climate change. The findings highlight key themes, regional disparities, and 
the shifts in the scientific community’s priorities over time, offering valuable implications for policymakers, researchers etc. working 
towards climate action. 

Introduction
Climate change has emerged as one of the most pressing global 

challenges, affecting ecosystems, economies, and societies world-
wide. As the discourse surrounding climate change continues to 
grow, it generates vast amounts of textual data in the form of re-
search articles, policy documents, news reports, and social media 
discussions. Analyzing this unstructured data is critical for iden-
tifying emerging trends, public perceptions, and research priori-
ties. Text mining, a branch of natural language processing (NLP), 
provides powerful tools to extract meaningful insights from large 
textual datasets [1]. By leveraging computational approaches, text 
mining can uncover hidden patterns, track changes in discourse, 
and highlight key themes over time, enabling a deeper under-
standing of the evolving climate change narrative. Topic modeling 
categorizes articles based on content, involving the collection of 
documents, identification of features like words and phrases, and 
generation of word clusters [10]. It reveals semantic relationships 
among text documents and has applications in text summarization, 
sentiment analysis, document classification, dataset exploration, 

and information retrieval. [7] reviewed the effectiveness of topic 
modeling in discovering and documenting different categories.

Recent studies have demonstrated the utility of text mining in 
analyzing climate-related data. Topic modeling techniques such 
as Latent Dirichlet Allocation (LDA) have been used to identify 
dominant themes in scientific literature and policy discussions [4]. 
Similarly, sentiment analysis has been employed to assess public 
opinions and attitudes toward climate change from social media 
platforms [3]. This collection of studies leverages text mining and 
sentiment analysis to explore various aspects of climate change 
across multiple domains. [5], analyze over 16,000 documents from 
conservative think tanks, revealing a sustained increase in climate 
science discussions, challenging the idea that the era of science de-
nial is over. [6], examine 35,000 climate change publications from 
1990 to 2018, using Latent Dirichlet Allocation (LDA) to identify 
rising terms like “climate change adaptation” and declining ones 
like “pollution.” [9] apply text mining to climate-related disclosures 
from Spanish financial institutions, finding a yearly increase in cli-
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mate disclosures. [2] use text mining to analyze water scarcity’s 
economic impacts and the role of institutions in addressing it. 
[8] conduct sentiment analysis on tweets about climate change, 
revealing emotional divides between supporters and opponents 
of scientific consensus. Topic discovery extracts semantic struc-
tures from unstructured text, enabling document classification 
and improved information retrieval. This study offers insights to 
enhance information retrieval for agricultural production, supply 
chains, and related fields [12,13]. Finally [11], analyzes scientific 
literature on precipitation patterns in India, providing insights for 
policymakers to address climate change’s impact on agriculture. 
By extracting insights from published data, the research highlights 
gaps in current practices and offers guidance for policymakers to 
develop effective strategies to mitigate climate change impacts on 
Indian agriculture, supporting the nation’s socio-economic stabil-
ity. These studies collectively underscore the power of text mining 
in extracting valuable insights for understanding and addressing 
the multifaceted challenges posed by climate change.

This paper aims to explore how text mining can be leveraged to 
analyze climate change discourse and trends, providing a compu-
tational framework to process and interpret textual data. By inte-
grating methods such as topic modeling and word frequency, this 
study contributes to understanding the key drivers, challenges, 
and opportunities within climate change discussions.

Methodology
Dataset description

The dataset for this study was collected through a web scraping 
process using Python in combination with the Beautiful Soup li-
brary. The primary objective was to curate a comprehensive collec-
tion of research paper titles related to climate change spanning the 
years 1980 to 2024. The scraped dataset, consisting of 1000 paper 
titles, forms the foundation for subsequent analysis in this study. 
Table 1 depicts the dataset, which comprises text data from Google 
Scholar, focusing on research articles related to climate change. 
It contains 1000 documents stored in a CSV file, with no missing 
values. The dataset, named “Climate Change,” has three attributes 
(titles, year and hyperlinks), all of which are string types.

Dataset format Text data
Source Google Scholar

No. of dataset 1

Name of the corpus Climate Change

No. of document/records 1000

No of attributes 3

Attributes type String
Missing values Nil

File type CSV

Source link scholar.google.com

Table 1: Dataset summary.

Data collection process
Google Scholar is a reliable repository for academic articles on 

climate change. Search queries employed using keywords like “cli-
mate change” to ensure comprehensive coverage of diverse topics. 
Filters were applied to focus on publications from 1980 to 2024, 
enabling both historical and contemporary perspectives. The web 
scraping process was executed using Beautiful Soup, a Python li-
brary for parsing HTML and XML documents. By analyzing the 
HTML structure of Google Scholar’s search results, a custom Python 
script was developed to automate the extraction of paper titles, 
traversing multiple pages to build a robust dataset. Post-scraping, 
data cleaning ensured the removal of duplicate titles and exclusion 
of entries with incomplete information. A final manual review of 
a subset of titles validated their relevance to climate change. The 
resulting dataset comprises 1000 paper titles spanning over a cen-
tury (1980-2024), reflecting interdisciplinary research across en-
vironmental science, policy, and technology. This dataset forms the 
foundation for text mining and analysis, facilitating the extraction 
of insights and trends in climate change research.

Topic generation
To generate topics from the collected dataset, we used the La-

tent Dirichlet Allocation (LDA) algorithm, a robust machine learn-
ing method for uncovering hidden themes in textual data. The da-
taset comprised 1000 research paper titles collected from Google 
Scholar, spanning 1980 to 2024. The process began with data pre-
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processing, including cleaning (removing stop words, punctuation, 
and special characters), normalizing cases, tokenizing, and lem-
matizing the text. A document-term matrix (DTM) was then cre-
ated, where rows represented documents, columns represented 
unique words, and values were word frequencies or TF-IDF scores. 
The LDA algorithm was implemented using Python library Gensim 
specifying the number of topics to generate and obtain topic dis-
tributions for documents and word distributions for topics. Model 
optimization was performed by adjusting the number of topics, 
hyperparameters, and preprocessing techniques. The generated 
topics provided meaningful insights into the dataset, summariz-
ing key themes, clustering related documents, and identifying re-
search trends over time.

SN Metric Before Pre-Processing After Pre-Processing
1 Total number of words 8,410 5965
2 Mean number of words per document 8.41 5.965
3 Minimum number of words per document 2 2
4 Maximum number of words per document 25 16

Table 2: Descriptive preprocessing results.

Results
Descriptive results

The descriptive analysis of the dataset revealed that before pre-
processing, the total number of words was 8,410, with an average 
of 8.409 words per document, a minimum of 2 words, and a maxi-
mum of 25 words in a document. After pre-processing, the aver-
age number of words per   document was reduced to 5.922, while 
the minimum remained at 2 words and the maximum decreased to 
16 words which is shown in table 2. This reduction highlights the 
effectiveness of the pre-processing steps in eliminating non-infor-
mative and redundant content, streamlining the dataset for further 
text mining and analysis.

Figure 1: Word Cloud of Preprocessed Titles.

The figure 1 “Word Cloud of Preprocessed Titles,” depicts the 
most frequently occurring words from a collection of preprocessed 
text data, derived from article titles. Most frequent words such as 
“climate”, “change”, “global”, “adaptation”, “impact”, and “climate” 
appear in larger font sizes indicating their high frequency. Mod-
erately frequent terms like “policy”, “agriculture”, “response”, “vul-
nerability”, “mitigation”, “risk”, and “environmental”. The word 
cloud suggests that the dataset focuses on environmental and 
climate-related research, covering themes like climate adaptation, 
global impact, and policy considerations.

Figure 2 depicts the publication trends over time, showing the 
number of papers published annually. The x-axis represents the 
years, starting from the 1980s, while the y-axis shows the number 
of papers published. Initially, the number of papers was low, but 
from around the late 1990s, there is a sharp increase in publica-
tions. The peak is seen around 2010, with the highest number of 
papers published in a single year, i.e. 82. After this peak, the num-
ber of publications began to decline, indicating a decrease in the 
number of papers published in recent years. The blue line with 
markers (dots) connects the data points, visually representing this 
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trend. This graph suggests that interest in the topic, likely related 
to climate change or a similar field, surged significantly around the 
2000s and reached its height in the 2010.

The bar graph represents the frequency distribution of key 
terms extracted from a dataset likely related to climate change. 
The x-axis displays the most frequent words, such as “climate,” 
“change,” “global,” “impacts,” “adaptation,” and others, while the y-
axis indicates their frequencies, with values ranging from 0 to over 
1000. The words “climate” and “change” are the most frequent, 
each appearing over 1000 times, highlighting their central impor-
tance in the dataset.

The two figures (3 and 4) illustrate the effect of text prepro-
cessing on word frequency analysis. Figure 3 highlights the preva-
lence of common words such as “change”, “climate”, “and “of”, and 
“the”, which include stop words and case-sensitive duplicates. 
These frequently occurring words, however, offer little analytical 
value due to their grammatical nature. Furthermore, issues such 
as punctuation and inconsistent capitalization add to the data’s 
noise, reducing interpretability. In contrast, figure 4, after prepro-
cessing, presents a refined dataset where non-informative stop 
words have been removed, all words are converted to lowercase, 
and punctuation is eliminated. This preprocessing step reveals a 
more meaningful set of frequent terms, such as “climate”, “change”, 
“global”, “impact”, and “adaptation”, which better reflect the data-

Figure 1: Word Cloud of Preprocessed Titles.

Figure 2: Publication Trend of textual data over time.

set’s themes. The comparison between these two figures clearly 
demonstrates the impact of preprocessing on text data. The initial 
dataset had noise and redundancy, while the cleaned data focused 
on meaningful words, enabling better insights into the text dataset, 
particularly for applications like topic modeling.

Figure 5 depicts the Top 10 Most Common Bigrams in the datas-
et in which “climate change” dominates significantly (approx. 1000 
times). The remaining bigrams, such as “change climate,” “global 
climate,” “change impacts,” “adaptation climate,” and “impacts cli-
mate,” occur much less frequently (under 200 times) and reflect 
key sub-themes like global impacts, adaptation, mitigation, and 
climate policies. The chart emphasizes that the dataset revolves 
around climate change and its global significance, with particular 
attention to impacts, mitigation efforts, and adaptation measures.

Figure 6 illustrates the Top 10 Most Common Trigrams in the 
dataset in which “climate change climate” and “change climate 
change” being the two most frequent trigrams. each exceeding 100 
occurrences. Other notable trigrams include “climate change im-
pacts,” “adaptation climate change,” and “impacts climate change,” 
which focus on specific themes such as climate impacts and adap-
tation strategies. Additionally, terms like “impact climate change,” 
“climate change mitigation,” and “climate change adaptation” em-
phasize mitigation and adaptation measures as key areas of con-
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Figure 3: Most common words before preprocessing.

Figure 4: Most common words after preprocessing.

cern. Overall, the chart shows a clear pattern where the trigrams 
center on climate change as the primary topic, with strong associa-
tions to its global impacts, adaptation, and mitigation strategies, 
underscoring the significance of these themes in the dataset.

Topic Modeling groups documents or papers with similar 
themes using machine learning methods (LDA). It helps identify 
major research trends and focus areas in climate change literature 

over time. Each topic provides insights into specific subfields of cli-
mate change research, aiding scholars in understanding gaps and 
future directions. 

The result table 3 summarizes the outcomes of the LDA topic 
modeling process, keywords and focus areas related to climate 
change research. This data represents topics and their associated 
keywords derived from a topic modeling analysis related to climate 
change research. Each topic is identified by a topic number and de-
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Figure 5: Bigram.

Figure 6: Trigram.
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Topic No. Top Keywords Focus Areas
Topic 0 climate, change, adaptation, global, report, development, sustainable, assessment, 

developing, intergovernmental
Adaptation and development 

strategies

Topic 1 climate, change, global, perception, extreme, weather, policy, justice, potential, event Global perception and policy 
issues

Topic 2 climate, change, response, global, impact, food, security, future, forest, disease Responses to climate impacts

Topic 3 change, climate, review, impact, mitigation, agriculture, adaptation, global, adapting, politics Mitigation, adaptation, and 
agriculture

Topic 4 climate, change, index, st, scenario, socioeconomic, reflection, local, century, research Socioeconomic and local climate 
analysis

Topic 5 climate, change, global, vulnerability, discourse, review, environmental, approach, variability Vulnerability and environmental 
discourse

Topic 6 change, climate, distribution, context, global, response, co, envelope, informing, specie Global context and species 
distribution

Topic 7 climate, change, impact, global, science, adaptation, state, united, public, effect Climate impacts and public 
science

Topic 8 change, climate, health, global, human, water, resource, opportunity, environmental, 
management

Health, water, and resource 
management

Topic 9 climate, change, impact, implication, policy, marine, adaptation, ecosystem, threat, europe Policy implications and marine 
ecosystems

Table 3: Top 10 topics from “climate change” titles.

scribed by its top keywords. Each topic captures a distinct aspect 
of climate change. Topic 0 emphasizes adaptation and sustain-
able development strategies, particularly in global and developing 
contexts. Topic 1 focuses on global perception, extreme weather 
events, and policy issues, including climate justice. Topic 2 ad-
dresses responses to climate impacts, such as food security, forest 
health, and disease management. Topic 3 explores mitigation, ad-
aptation, and agricultural challenges, along with political consider-
ations. Topic 4 examines socioeconomic and local climate analyses, 
emphasizing regional scenarios. Topic 5 delves into vulnerability 
and environmental discourse, focusing on variability and review-
based approaches. Topic 6 highlights the global context of species 
distribution and biodiversity responses. Topic 7 focuses on the im-
pacts of climate change on public science and adaptation efforts at 
state levels. Topic 8 underscores the intersections of health, water, 
and resource management in addressing climate challenges. Fi-
nally, Topic 9 explores policy implications and threats to marine 
ecosystems, with a focus on Europe. Collectively, the topics pro-
vide a comprehensive overview of climate change research trends, 
spanning adaptation, policy, health, and ecosystem considerations.

Summary and Conclusion
The topics identified through this analysis reflect the multifac-

eted nature of climate change research, emphasizing adaptation, 
mitigation, socioeconomic impacts, biodiversity, health, and policy 
implications. This comprehensive categorization underscores the 
interconnectedness of global and local challenges in addressing 
climate change. The results provide a foundation for identifying 
research priorities and guiding policy decisions that address the 
diverse and critical dimensions of climate change.
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